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10.32 Continuation of Figure 10.31 for moderate cuts (top) and hard cuts (bottom).

A.1 VHE Crab Nebula spectral energy distributions for the flare and non-flare data sets. The SEDs are fit with power-law functions (§ A.3.1). From the limits on the relative flux change above 1 TeV, 4 TeV, and 6 TeV (§ A.4), upper limits on an extra flux component in the flare are computed assuming a spectral index of $-2.4$.

A.2 Combined SED of the Crab Nebula. The baseline Fermi-LAT spectrum (black squares) is averaged over ~5 years of observations, while the baseline VHE spectrum (blue circles) includes all good data taken outside of the FTW in the 2012 – 2013 VERITAS observing season. The FTW VHE spectrum (red diamonds) shows no significant deviation from the baseline, while the synchrotron spectrum during this period (magenta triangles) exhibits spectral hardening. All spectral parameters given in § A.3.1, A.3.2.

A.3 Fermi-LAT and VERITAS light curves for the March 2013 Crab Nebula flare. The 12-hour binned Fermi-LAT light curve (square markers) spans MJD 56330 – 56370. The VERITAS light curves (triangle and diamond markers) span ten nights during the FTW where weather permitted observations. The baseline Crab Nebula synchrotron flux above 100 MeV and average VHE flux above 0.15 TeV and 1 TeV are aligned and are indicated by the solid black line. The vertical scales of the three light curves have been adjusted such that the zero points and baseline fluxes are coincident.
A.4 Relative flux changes for simultaneous Fermi-LAT (square markers) and VERITAS (triangle markers) observations during the FTW. The zero line corresponds to an observed flux equal to the average. Note that the vertical scale for the VERITAS points is a factor of ten smaller than the vertical scale for the Fermi-LAT points.

B.1 Laser setup in J. Buckley’s lab at Washington University in St. Louis. Pictured are the PicoQuant pulsed 638 nm laser (left), adjustable neutral density filter wheel (middle-left), secondary filter holder (middle-right), and Hamamatsu PMT (right).

B.2 High-gain amplitude response across varying levels of light for the Hamamatsu PMT. The straight, red lines are linear fits to the data points for high gain (and the same for low gain shown in Figure B.3). The black points are average amplitudes for one light level (or equivalently, one OD value), whereas the red points are computed by adopting one trace as a template, fitting each recorded trace for the given OD with a Gaussian, and time-shifting and amplitude-scaling to best match the template trace before averaging. The FADC maximum is shown as the dashed black line, and note that the red points extend beyond the FADC maximum since the truncated traces are all fit with Gaussian shapes.

B.3 Low-gain amplitude response across varying levels of light for the Hamamatsu PMT. The red points are computed in the same manner described above. The pulse amplitudes clearly do not follow a linear progression.

B.4 Average high-gain pulse shape obtained from averaging all recorded traces.

B.5 Average low-gain pulse shape obtained from averaging all recorded traces in the low-gain linear regime.

B.6 An example of a low-gain trace in the nonlinear regime where significant pulse broadening can be seen.
SUMMARY

Pulsars are powerful cosmic particle accelerators known to emit radiation across the entire electromagnetic spectrum. Their gamma-ray emission has been intensely studied at energies up to \( \sim 10 \text{ GeV} \), above which the predicted and observed fluxes rapidly decline due to characteristics of the radiation mechanism. The recent and unexpected detection of very high-energy (VHE, \( E > 100 \text{ GeV} \)) gamma-ray emission from the Crab pulsar has posed a novel and exciting challenge for experimentalists and theoreticians alike. In the time since its detection above 100 GeV with the Imaging Atmospheric Cherenkov Telescope (IACT) array VERITAS, no other pulsar has been firmly detected in the same energy band despite ongoing observational efforts by multiple IACT collaborations. The origin of the pulsed VHE emission from the Crab is currently the subject of an ongoing debate in the literature with no complete solution, since model predictions do not adequately explain the observed features of the VHE radiation. To better understand the VHE gamma-ray production mechanism of pulsars, I have conducted a search for periodic emission above 100 GeV from a total of 16 pulsars with VERITAS comprising a set of data with an exposure in excess of 580 hours. The set of pulsars includes many of the youngest and brightest gamma-ray pulsars visible in the northern hemisphere. The data analysis presented in this thesis in every case resulted in non-detections of pulsed gamma rays above 100 GeV. Upper limits on a potential VHE flux for each pulsar are presented, and these limits place strong constraints on a possible flux component manifesting at VHEs as is seen for the Crab pulsar.
CHAPTER 1
INTRODUCTION

1.1 Very High-Energy Gamma-Ray Astronomy

Very high-energy gamma-ray astronomy is an ever-growing field that aims to better understand some of the most extreme particle accelerators in the universe such as active galactic nuclei, supernova remnants, and neutron stars. Following the detection of the Crab Nebula in 1989, the first confirmed VHE gamma-ray source [1], the VHE source catalog has seen a rapid increase in number with over 100 new members\(^1\) joining in just the last decade. The types of physics questions that can be addressed are far-reaching as relativistic acceleration of particles appears now to be quite ubiquitous in the universe. A map of all of the current detected VHE gamma-ray sources is shown in Figure 1.1.

Figure 1.1: Map of all currently known very high-energy gamma-ray sources in galactic coordinates. The backdrop image is the high-energy gamma-ray sky seen by the Fermi-LAT. The fraction of the sky visible to VERITAS is indicated by the white shaded region. Figure from TeVCat [2] on September 25th, 2017.

The term “gamma ray” itself is fairly vague, given that it refers to any photon with an

\(^1\)http://tevcat.uchicago.edu/
energy exceeding about 100 keV. Gamma rays can be detected over many orders of magnitude in energy by different methods, thus it has become necessary to compartmentalize gamma ray energies into bins with different names. Relevant for this thesis are the high-energy (HE) and very high-energy (VHE) gamma-ray bands, which refer to photons with $30 \text{MeV} < E < 100 \text{GeV}$ and $100 \text{GeV} < E < 100 \text{TeV}$, respectively.

For each gamma-ray band, different detection techniques are employed. HE gamma rays are best detected with satellite-based pair-conversion instruments, such as the Large Area Telescope (LAT) aboard the *Fermi* satellite launched in 2008. When a gamma-ray falls into the telescope aperture, it interacts with the instrument via pair-production to $e^+/\bar{e}^-$. The electron and positron are tracked through consecutive layers of silicon, eventually ending up in the calorimeter where their energy is measured. VHE gamma rays are detected on the ground by Imaging Atmospheric Cherenkov Telescopes (IACTs). A VHE gamma ray entering the atmosphere also interacts via pair-production, which causes a cascade of superluminal charged particles to form. These particles create a flash of Cherenkov light in a manner analogous to the formation of a sonic boom for supersonic motion. Some of the Cherenkov light is collected by IACTs, and the resulting images are used to reconstruct the direction and energy of the VHE gamma ray that initiated the cascade.

There are currently three main IACTs in operation: H.E.S.S., located in the southern hemisphere in Namibia; MAGIC, located in the northern hemisphere in La Palma; and VERITAS, located in the northern hemisphere in southern Arizona. The data analyzed in this thesis were collected with VERITAS (the Very Energetic Radiation Imaging Telescope Array System), which completed construction in March 2007 and is still operational as of this writing. To date, VERITAS has detected nearly 60 sources of VHE gamma rays [2].

### 1.2 Gamma-Ray Astronomy and Pulsars

It was not until very recently that pulsars joined the VHE gamma-ray source class list with the paradigm-shifting detection of the Crab pulsar above 100 GeV by VERITAS [3]. The
Crab pulsar detection was later extended even further, up to 1.5 TeV by MAGIC [4]. As of this writing, the VHE detection of the Crab pulsar remains the only firm detection of a pulsar in the VHE band. The high-energy gamma-ray spectra that have been seen for pulsars in gamma rays are all well characterized by a broad curvature radiation component that originates from relativistic electrons and positrons that follow a curved trajectory as they are confined to the magnetic field lines. Curvature radiation can extend to GeV energies, where the gains from acceleration are balanced by energy losses [5]. The spectra in the GeV band detected by the Fermi-LAT can all be well described with an exponential cut-off as expected for curvature radiation [6], though statistics are sparse above $\sim 10$ GeV due to the poor sensitivity of the LAT at these high energies. Based on the detection of the Crab pulsar above 100 GeV, it appears to be the case that curvature radiation is not adequate for a full explanation of the radiation from at least the Crab pulsar; the combined Fermi-LAT and VHE spectrum favors a power-law fit above $\sim 10$ GeV.

Several theories have been put forward in the past five years attempting to explain the observed radiation characteristics of the Crab pulsar at VHEs. However, as discussed later in Chapter 3, none are currently capable of offering a complete answer. It is therefore clear that in order to better understand the physics of gamma-ray radiation from pulsars, more research must be done in the VHE band. A detection of another pulsar at energies above 100 GeV would provide valuable new insight into the emission mechanisms, the geometry of the pulsar magnetosphere, and the dynamics of particle acceleration at work in these astrophysical particle accelerators. Even in the case of non-detections, upper limits on the VHE flux can be placed to constrain the predictions by models. To achieve this goal, I have conducted a total of 16 searches for new VHE-emitting pulsars with the most sensitive VHE instrument in the northern hemisphere for point-like targets, VERITAS.

1.3 Thesis Outline

This thesis is structured in the following way:
- Chapter 2 serves as an introduction to pulsars and the physics of their radiation. This chapter is intended to provide the basic framework for how pulsars work.

- Chapter 3 focuses solely on the very high-energy gamma-ray emission from pulsars. This chapter begins with an overview of most of the observational results that have been obtained to date. The impact these results have had on shaping the recent theoretical models attempting to explain the VHE emission is then summarized.

- Chapters 4, 5, and 6 focus primarily on the IACT technique and analysis employed by VERITAS. Chapter 4 provides an overview of air-shower physics, while Chapter 5 details the hardware of VERITAS. Chapter 6 gives an in-depth description of the gamma-ray reconstruction analysis chain used in the projects presented herein. Pulsar timing and Fermi-LAT analysis methods are also summarized in Chapter 6.

- Chapter 7 gives an overview of the statistical methods used in forming and interpreting the analysis results.

- Chapter 8 reports on a search for VHE pulsations from the Geminga pulsar with VERITAS. This chapter is an adapted reproduction of an article I have published in [7].

- Chapter 9 gives the details of a search for steady and pulsed VHE emission from the binary system PSR J1023+0038 with VERITAS. This chapter is an adapted reproduction of an article I have published in [8].

- Chapter 10 details a search for pulsed VHE gamma rays from 14 young gamma-ray pulsars appearing in archival VERITAS data. This project is the subject of an upcoming publication that will be submitted in late 2017 / early 2018.

- Chapter 11 provides some concluding remarks.
Appendix A is a reproduction of a paper describing a search for enhanced VHE gamma rays during a Crab Nebula flare that occurred in March 2013. It has been placed in the appendix since the material covered is not directly related to the pulsar studies that form the bulk of this thesis.

Appendix B summarizes a project involving quantification of idiosyncrasies in the VERITAS electronics chain for improving the simulations used in data analysis.
CHAPTER 2
THE PHYSICS OF PULSARS

In this chapter I give an overview of pulsar physics, starting with a short introduction to pulsars. Subsequently, I explain the canonical properties of pulsars and how they are deduced. The bulk of the chapter thereafter focuses on pulsar emission mechanisms and the standard models seen in the literature. Lastly, I summarize how the era of the Fermi-LAT and high-energy gamma-ray pulsars has impacted our understanding of these models. Very high-energy gamma-ray emission (observations and models) is the subject of Chapter 3.

2.1 Introduction to Pulsars

The first detection of a pulsar was made in radio\(^1\) by J. Bell and A. Hewish in 1968 [10]. The regularly repeating pulses they observed were at the time attributed to possible oscillations of a white dwarf or a (then purely hypothetical) neutron star. Confirmation of the rotating neutron star model came not long afterwards in 1968 with the detection of the Crab pulsar in the Crab Nebula. The Nebula was already thought to house a neutron star—indeed, in the previous year, F. Pacini had argued that radiation from a rotating neutron star could be responsible for the observed expansion of the Crab Nebula [11]. The case for the neutron star nature of pulsars was further expanded independently by T. Gold in 1968 [12], and this explanation has remained universally accepted ever since.

Pulsars are the spinning neutron star remnants of supernovae involving main-sequence stars with a mass greater than \(\sim 8M_\odot\). When a star has depleted all of its fuel for fusing elements into iron in the stellar core, the fusion stops, and gravitation is no longer countered by pressure from the hot core. At this point, electron degeneracy pressure prevents further

\(^1\)The true first detection may have actually been in visible light a decade earlier by a keen-eyed pilot viewing the Crab Nebula through a telescope at the University of Chicago; see [9].
collapse. For stars with $M > 8M_\odot$, the collapse continues even further under gravity and electron capture occurs:

$$p + e^- \rightarrow n + \nu_e,$$

which creates an outward flux of neutrinos. The outer layers of the star above the core are blown apart, leaving the now degenerate stellar core behind. The remaining remnant of the core is a ball of hot neutrons ($T \sim 10^6$ K) of radius $\sim 10$ km supported from gravitational collapse by neutron degeneracy pressure. This object is called a neutron star. The resulting neutron star has a fast rotation period due to conserving most of the angular momentum of the parent star, and it is also very highly magnetized from possible conservation of the original magnetic flux (though the origin of the strong magnetic field is not yet clear [13]).

In the time since the first pulsar detection, over 2000 more have been detected across the entire electromagnetic spectrum [14]. Pulsars are divided into three categories depending on the energy source powering the observed radiation: rotation-powered pulsars, accretion-powered pulsars, and magnetars. In this thesis, only rotation-powered pulsars are discussed since these pulsars are known to emit in gamma rays. The emission from rotation-powered pulsars originates in the magnetosphere and is a result of particle acceleration in electric fields, and the mechanisms and locations of this emission are the focus of the remainder of this chapter starting with Section 2.3.

2.2 Properties of Pulsars

If the period $P$ of a pulsar and its time derivative $\dot{P}$ have been deduced from observations, several properties of the pulsar can be approximated after making a few assumptions. The first assumption that is typically made is that the mass $M$ is equal to the Chandrasekhar mass: $M = 1.4M_\odot$, which is a reasonable approximation since neutron stars cannot be more than about twice as massive without experiencing gravitational collapse [15]. The other assumption is that a pulsar is approximately a rotating, perfectly spherical, misaligned
magnetic dipole.

The spin-down power $\dot{E}$ of a pulsar can be calculated by taking the time derivative of the rotational kinetic energy:

$$
\dot{E} = \frac{d}{dt} \left( \frac{1}{2} I \Omega^2 \right)
$$

$$
= -4\pi^2 I \frac{\dot{P}}{P^3},
$$

(2.2)

where $I$ is the moment of inertia of a solid sphere.

The surface magnetic field strength can be estimated by setting the spin-down power equal to the equation for power radiated by a rotating dipole, which is given by

$$
P_{\text{dipole}} = \frac{2}{3} \dot{m}_\perp c^3,
$$

(2.3)

where $m_\perp$ is the perpendicular component of the magnetic dipole with respect to the spin axis $\vec{\Omega}$. It can then be shown that the minimum surface magnetic field strength is given by

$$
B > 3.2 \times 10^{19} \left( \frac{P \dot{P}}{1\text{s}} \right)^{1/2} \text{ [Gauss]},
$$

(2.4)

where the assumed magnetic inclination angle $\alpha = 90^\circ$ corresponds to the minimum.

The so-called “characteristic age” $\tau$ of a pulsar can be approximated after noting that $P \dot{P}$ is constant assuming a constant magnetic field and additionally assuming that the original pulsar period $P_0$ is much less than the current period $P$. Thus we can integrate the same quantity under different limits as follows:

$$
\int_{P_0}^{P} PdP = \int_{0}^{\tau} (P \dot{P}) dt
$$

$$
\Rightarrow \frac{1}{2}(P^2 - P_0^2) = P \dot{P} \tau
$$

$$
\Rightarrow \tau \approx \frac{P}{2\dot{P}}.
$$

(2.5)
Pulsars can be dot plotted on a $P$-$\dot{P}$ diagram as shown in Figure 2.1 to reveal properties of the general population of known pulsars. There are clearly two distinct groupings of pulsars in the $P$-$\dot{P}$ diagram distinguished by characteristic age and surface magnetic field strength. These populations are referred to as the young pulsars (top-right) and millisecond pulsars (bottom-left). From Figure 2.1, it can be seen that the young pulsars detected in gamma rays by the Fermi-LAT typically have surface magnetic field strengths of at least $10^{11}$ G, $\dot{E} > 10^{33}$ erg s$^{-1}$, $P \lesssim 1$ s, and $\dot{P} > 10^{-16}$.

Figure 2.1: A $P$-$\dot{P}$ diagram from the 2PC. Lines of surface magnetic field strengths are shown in green, while characteristic ages are shown in blue, and spin-down powers are shown in red. Pulsars not detected by the Fermi-LAT are represented by the gray and black dots. Figure from [6]. © AAS. Reproduced with permission.

### 2.3 Mechanisms of Electromagnetic Radiation

In this section, an overview of the principal mechanisms for radiation from pulsar magnetospheres is given. The relevant processes are synchrotron radiation, curvature radiation,
and inverse-Compton scattering. The expected multi-wavelength spectral manifestations of these three components are shown in Figure 2.2. The broad synchrotron component gives emission from radio waves through medium-energy gamma rays, while the broad curvature radiation component extends further to \( \sim 10 \text{ GeV} \) before petering off. A hypothetical inverse-Compton component could appear in VHE gamma rays, which is an idea treated in more detail in Chapter 3, though the basic mechanism is given in Section 2.3.3.

![Figure 2.2: The standard pulsar spectrum from radio to very high-energy gamma rays. The different components are labeled as follows: Sy—synchrotron emission, kT—blackbody radiation, CR—curvature radiation, and CS—inverse-Compton scattering. The dotted line is the curvature spectrum due to a monoenergetic primary for comparison. Figure from [16]. © AAS. Reproduced with permission.](image)

2.3.1 Synchrotron Radiation

Synchrotron radiation refers to radiation produced by a relativistic charged particle following a helical path along magnetic field lines. In the instantaneous plane of motion of a particle with Lorentz factor \( \gamma \), as it swings around towards the observer, it emits electromagnetic radiation in a cone-shaped beam with an opening angle of \( \gamma^{-1} \). A diagram of the emission mechanism is given in Figure 2.3. The emission contains many harmonics of the gyrofrequency, as opposed to the non-relativistic case (cyclotron radiation). The emission...
is inherently pulsed in that the emission beam only sweeps the line-of-sight of the observer once per gyration. However, in the case of real astrophysical sources of synchrotron radiation, the emission is produced by a population of particles with some variance in energy that do not move synchronously, thus the emission is detected as a continuous spectrum over a wide range of energies. The power spectrum in approximate form is given by

$$P(\nu) \approx 4 \times 10^{-22} B \left( \frac{\nu}{\nu_c} \right)^{1/3} \exp\left( -\frac{\nu}{\nu_c} \right) \text{ergs}^{-1}\text{Hz}^{-1},$$

(2.6)

where $B$ is the magnetic field strength in Gauss, and $\nu_c$ is the characteristic frequency

$$\nu_c \sim \gamma^2 \nu_L; \quad \nu_L = \frac{eB}{2\pi mc},$$

(2.7)

where $\nu_L$ is the Larmor frequency [17]. It can be seen from Equation 2.6 that the synchrotron radiation spectrum has two features: it follows a power law below $\nu_c$, but it falls exponentially above $\nu_c$. The typical synchrotron spectral shape for pulsar magnetospheric emission is shown in Figure 2.2 as the curve labeled “Sy.”

![Emission schematic for synchrotron emission.](image)

**Figure 2.3:** An emission schematic for synchrotron emission. The radiation is produced in a cone-shaped beam of angular width $\alpha = \gamma^{-1}$, as shown by the blue cone. The path of the electron is shown as the green helix. Figure from [18].
2.3.2 Curvature Radiation

Closely related to synchrotron radiation is curvature radiation, which describes emission due to a relativistic charged particle following a curved magnetic field line. For high magnetic field strengths, particles become tightly bound to field lines due to the $1/B$ dependence of the gyroradius. A particle trapped in a pulsar magnetosphere rapidly radiates energy via synchrotron radiation, quickly losing nearly all of its momentum perpendicular to the magnetic field. This process leaves the particle in the lowest Landau level\(^2\). Due to the curvature of the magnetospheric field lines, the particle will also emit a radiation beam tangential to the curved field line it follows in a manner analogous to synchrotron radiation. A schematic of the curvature radiation mechanism is shown in Figure 2.4. The typical curvature radiation spectrum is shown in Figure 2.2 labeled as “CR.”

![Curvature Radiation Schematic](image)

Figure 2.4: An emission schematic for curvature radiation. As a charged particle follows a magnetic field line to which it is bound, it emits photons in a cone due to the curved trajectory. Figure from [18].

As for synchrotron radiation, the power spectrum of curvature radiation displays a $\nu^{1/3}$ power-law dependence before the characteristic frequency $\nu_c$ and an exponential cut-off at

\(^2\)Landau levels are quantized cyclotron orbits for charged particles moving in magnetic fields.
higher frequencies. The characteristic frequency for curvature radiation is given by

\[ \nu_c = \frac{3c}{4\pi\rho \gamma^3}, \]

where \( \rho \) is the curvature radius.

### 2.3.3 Inverse-Compton Scattering

Inverse-Compton scattering refers to the scattering of a photon off of a charged particle, taken here to be an electron (or positron), with the scattered photon receiving a boost in energy. Inverse-Compton scattering is the primary mechanism for producing VHE gamma rays in most known sources, and it may be responsible for the mysterious VHE emission seen from the Crab Pulsar as discussed in the next chapter. Diagrams for Compton and inverse-Compton scattering are given in Figure 2.5, and a hypothetical inverse-Compton spectral component for a pulsar is shown in Figure 2.2 as the dashed curve labeled “CS.”

![Figure 2.5](image.png)

Figure 2.5: Two-panel diagram of Compton scattering. In the inverse-Compton scattering case (right), a high-energy charged particle collides with a lower-energy photon. The photon is “upscattered,” receiving a large amount of energy from the charged particle in the interaction. Figure from [18].
The energy $E'_{\text{ph}}$ of a Compton-scattered photon in the classical case by an electron at rest is given by

$$E'_{\text{ph}} = \frac{E_{\text{ph}}}{1 + \frac{E_{\text{ph}}}{m_e c^2} (1 - \cos \theta)},$$

(2.9)

with the Thomson cross section

$$\sigma_T = \frac{8\pi}{3} r_0^2,$$

(2.10)

where $r_0$ is the electron radius. In the case that $E_{\text{ph}} \ll m_e c^2$, the energy of the scattered photon is essentially unchanged. However, in the regime where $E_{\text{ph}} > m_e c^2 = 511 \text{ keV}$, a quantum mechanical suppression effect called Klein-Nishina suppression manifests, due to the fact that the gamma-ray wavelength becomes less than the de Broglie wavelength of the electron. The smaller Klein-Nishina cross section is given by

$$\sigma_{\text{KN}} = \frac{3}{8} \sigma_T \left( \frac{m_e c^2}{E_{\text{ph}}} \right) \left[ \ln \left( \frac{2E_{\text{ph}}}{m_e c^2} \right) + \frac{1}{2} \right], \quad E_{\text{ph}} > m_e c^2,$$

(2.11)

which is smaller than $\sigma_T$ for all $E_{\text{ph}} > m_e c^2$. Therefore, Compton scattering occurs preferentially in the Thomson regime (i.e., for lower-energy photons).

If the charged particle is not taken to be at rest but rather has been accelerated to relativistic energies, the scattered photon can gain a large amount of energy. Assuming scattering in the Thomson regime in the rest frame of the electron, the photon energy does not change before and after scattering. The conversion of energy between laboratory and electron rest frames before scattering amounts to a Lorentz boost where $E'_{\text{ph}} = \gamma E_{\text{ph}}$. Conversion back to the laboratory frame picks up another factor of $\gamma$, so the resulting photon energy is $\gamma^2 E_{\text{ph}}$. Note that the scattering angles have been assumed to be $\sim \pi/2$, and that the scattered photon energy can never exceed $\gamma m_e c^2 + E_{\text{ph}}$. 
2.4 Magnetospheric Emission Models

2.4.1 Overall Structure of the Magnetosphere

Goldreich and Julian [19] showed that a pulsar must have a plasma filling the surrounding magnetosphere. By assuming that the neutron star itself is a very good conductor, charges within the star will rearrange to screen electric fields induced by the pulsar rotation. Goldreich and Julian showed that by solving Laplace equation assuming a vacuum outside the star, one can show that $\vec{E} \cdot \vec{B} \neq 0$, indicating that some component of the electric field points along the magnetic field above the stellar surface. This electric field is sufficiently strong to overcome the force of gravity at the surface of the star and rip particles into the magnetosphere. Therefore, a pulsar is not surrounded by a vacuum (at least not for long)—a plasma fills the magnetosphere and can move about within the magnetosphere, confined to the field lines. It is not known whether the plasma composition is solely $e^+/e^-$ or if it contains some percentage of hadrons [20], though most models assume an $e^+/e^-$ plasma.

At a certain distance from the pulsar, a magnetic field line (and frozen-in plasma particles) should co-rotate at the speed of light, which is not possible in reality. This distance defines the so-called “light cylinder,” which has a radius $r_L$ given by

$$r_L = \frac{c}{\Omega},$$

(2.12)

where $\Omega$ is the angular frequency of the pulsar rotation. Typical light cylinder radii are on the order of 1000 km. Beyond a distance of $r_L$, the magnetic field lines can no longer close back to the neutron star surface, so instead they flow outwards in a spiral structure as shown in Figure 2.6. The field lines carry the $e^+/e^-$ plasma particles away from the pulsar in what is known as the “pulsar wind.” This pulsar wind powers pulsar wind nebulae (PWNe; e.g., the Crab Nebula\(^3\)) via shock acceleration.

\(^3\)For more information about PWNe and particularly the Crab Nebula, see the study I have done in Appendix A.
Figure 2.6: Magnetic field lines for a pulsar with a $90^\circ$ misalignment between the spin and magnetic dipole axes. The right panel is a zoom of the left, and the gray circle indicates the light cylinder. The axis units are multiples of the light cylinder radius. The blue spirals are meant to show the wave structure of the magnetic field as it flows away from the pulsar. Figure from [20].

Broadly speaking, the general structure of the magnetosphere can be divided into three regions:

- The closed field, where the magnetic field lines close back to the neutron star surface. Here, charges are capable of rearranging freely, so no electric fields are possible.

- The open field, defined by magnetic field lines that intersect the light cylinder. In this region, magnetic field lines cannot close, so particles stream outwards. Electric fields can appear.

- Beyond the light cylinder, where the magnetic fields lines spiral outwards and shepherd the pulsar wind. Particle acceleration and pulsed emission may occur due to, e.g., magnetic reconnection. See Section 3.3 for further discussion.
There must exist electric fields present in the magnetospheres of pulsars, since particle acceleration is necessary to generate the non-thermal emission observed from many pulsars. Although the plasma that fills the pulsar magnetosphere shorts most of the electric fields generated due to the rotating magnetic field, it cannot do so everywhere in the open magnetic field. Regions of the magnetosphere where non-zero electric fields can manifest are known as the “gaps,” and there are three main proposed gap locations:

1. **The Polar Cap**: The region near the neutron star surface around the magnetic poles (Section 2.4.2).

2. **The Slot Gap**: A thin region above the last closed magnetic field line towards the magnetic poles (Section 2.4.3).

3. **The Outer Gap**: A region formed by the last closed magnetic field line (tangential to the light cylinder) and the intersection of the null charge surface (Section 2.4.4).

These three regions are depicted visually in Figure 2.7. Note that in all three cases, the gaps involve magnetospheric locations where there exist open magnetic field lines. In the following sections of this chapter, details about these gap models and their importance in predicting the observed radiative characteristics of pulsars are given.

2.4.2 *The Polar Cap*

The polar cap model was introduced by Sturrock in 1971 [22], who argued that in the region above the magnetic poles of a rotating neutron star, a pair-creation cascade can form. Since the magnetic field lines do not close back to the neutron star in this region, electric fields will build up and accelerate electrons from the neutron star surface. These particles radiate photons via synchrotron and curvature radiation, with the photons then interacting in the strong magnetic field to pair-produce $e^+/e^-$. The synchrotron radiation from the accelerated charges should be responsible for the observed optical and X-ray components, with the curvature radiation giving a gamma-ray component. Sturrock also argued that the features
of pulse profiles could be explained by the observer line-of-sight across the emitting region and gave some of the first examples of how this geometrical effect could manifest in a pulsar light curve.

A few years later in 1975, Ruderman and Sutherland [23] argued that the strong neutron star magnetic field causes an iron surface lattice to form, which prevents charges from being pulled from the stellar surface. Charges flow out of the magnetosphere along the open polar field lines, which results in a charge-depleted region and enables a static electric field to build up to about $\sim 10^{12} \text{ V}$. At this point, a perturbation by, e.g., a stray photon pair-
producing in the strong electromagnetic field creates a $e^+/−$ pair, which then is accelerated. As before the particles generate a cascade via radiation of synchrotron and curvature photons, which cause further pair-production. The cascade quenches the electric field very quickly, and the cycle repeats itself with a timescale of a few microseconds. A diagram of a cascade in the polar cap region is shown in Figure 2.8.

![Diagram of particle cascades in the polar cap](image)

Figure 2.8: Diagram of particle cascades in the polar cap. Figure from [24]. © AAS. Reproduced with permission.

Another feature of polar cap models, predicted by [22] and [25] among others, is that the electrostatic potential difference that builds up in the gap depends on pulsar age. For the young pulsars, the accelerating potential difference is essentially independent of the age.
of the pulsar, while for older pulsars, age has a detrimental effect on the pair-production. Sturrock [22] suggests that this age effect could explain why only a relatively small subset of pulsars have been detected with spin periods less than $\sim 1$ s, since slower-rotating pulsars tend to be older.

Polar cap models typically predict a spectral shape characterized by a “super-exponential” cut-off [26], which manifests as a steep decline in the energy spectrum at gamma-ray energies. Due to the strong surface magnetic field strength in the polar-cap region of the magnetosphere, gamma rays produced by curvature radiation are absorbed via single-photon pair-production. The predicted flux of these gamma rays is expected to fall super-exponentially above the escape energy, which is proportional to the inverse magnetic field strength.

2.4.3 The Slot Gap

Slot-gap models are essentially extensions of the polar-cap model in that they predict electromagnetic radiation from the magnetosphere near the polar cap, but at higher altitudes. The strength of the electric field near the magnetic poles should decrease to zero moving downward in latitude toward the last closed field line, where the magnetosphere is assumed to be a perfect conductor. Therefore, near the last closed field lines, the distance required for charges to be accelerated sufficiently to radiate photons capable of pair-production is much larger. A thin gap region thus forms, with a shape curved toward the last closed field line and approaching it asymptotically (see Figure 2.9) [27]. This gap is called the “slot gap” due to its shape. Emission from the slot gap is predicted to come from low to high altitudes ($r < 2R_{NS}$ up to $0.8r_L$) in various models (e.g., [28, 29, 30]).

2.4.4 The Outer Gap

First proposed by Cheng, Ho, and Ruderman in 1986 [31, 5], the outer gap refers to the region defined by the last closed field line and the null charge surface where $\vec{\Omega} \cdot \vec{B} = 0$. The null charge surface is a consequence of the Goldreich-Julian pulsar model [19], where
Figure 2.9: Diagram of the polar-cap and low-altitude slot-gap region in a pulsar magnetosphere. The curve labeled PFF refers to the pair-formation front—the propagation of the particle cascade in the polar cap. The gray hollow-cone beam shows the standard polar cap emission geometry. Δξ_{SG} is the slot-gap thickness, and μ labels the magnetic dipole axis. Figure from [29]. © AAS. Reproduced with permission.

the predicted magnetospheric charge density is given by

\[ \rho_{GJ} = \frac{\nabla \cdot \vec{E}}{4\pi} = \frac{-\vec{\Omega} \cdot \vec{B}}{2\pi c} \frac{1}{[1 - (\Omega r/c)^2 \sin^2 \theta]}, \]

(2.13)

and thus \( \rho_{GJ} = 0 \) where \( \vec{\Omega} \cdot \vec{B} = 0 \). This expression for the charge is a result of taking the divergence of the Lorentz force equation with no net force and assuming axial symmetry. It can be seen from Equation 2.13 that the charge density switches signs across the null surface. Because charges flow out along the last closed field line and are unable to return, a charge-depleted region forms as depicted in Figure 2.10 and an electrostatic potential can begin to build.

In the outer gap, pair-production occurs (similar to the polar cap), which sustains the gap. Charges are accelerated due to an induced potential drop along the magnetic field
Figure 2.10: A pulsar magnetosphere diagram showing the outer gap (solid gray region). The null charge surface is indicated by the dashed line labelled $\Omega \cdot B = 0$. The magnetic dipole axis is labelled $\mu$, and the rotation axis is labelled $\Omega$. The angle between these two axes is given by $\alpha$. The red squiggly lines depict gamma-ray emission from both the polar-cap and outer-gap regions. Figure from [32].

lines of up to $\sim 10^{15}$ V [31]. These charges radiate synchrotron and curvature photons, which then undergo two-photon pair production via interaction with softer photons. A cascade in the outer-gap region is thus formed [31]. It is not likely that a sustained outer gap is possible beyond a certain $P - \dot{P}$ death line [33] ($P \gtrsim 300$ ms; $B \lesssim 10^{12}$ G). In this case, the pair-production in the gap cannot be sustained for longer than about $10^7$ yr, and emission from the gap stops.

The spectral cut-off shape predicted in the outer-gap accelerator for escaping high-energy gamma rays falls more slowly than in the polar-cap scenario. The magnetic field
in the outer gap is weaker than in the polar-cap region due to its relative distance from the neutron star surface. Since single-photon pair production does not occur in the outer-gap cascade, the primary HE spectral cut-off feature is a result of the $e^{+/-}$ population being radiation-reaction limited. Therefore, different spectral cut-off features are predicted in the polar-cap and outer-gap models.

2.4.5 The Fermi-LAT and the Gaps

An overview of the three pulsar gap models has been given in the previous sections, and the natural question arises: given that gamma-ray emission is predicted from both the polar cap and outer gap, which model best explains the observations? The Fermi-LAT has now detected over 200 gamma-ray pulsars $>100$ MeV, and these observations have been studied in the context of the gap models to better understand the origin of the emission. The current consensus is that the majority of the gamma-ray emission seen from the LAT pulsars is likely produced in the outer gap.

The polar-cap model predicts a relatively thin emission beam centered around the magnetic poles of the neutron star. Due to the formation of the slot gap near the last closed field lines at the magnetic poles (as shown in Figure 2.9), this emission beam has its highest photon concentration in an annulus where photons from the slot gap escape. When the beam sweeps the observer line-of-sight, two peaks should emerge in the pulse profile, separated by a phase distance depending on the viewing angle $\zeta$. One or zero peaks could also be seen given a different angle $\zeta$.

The outer gap predicts a more broad emission beam, which is misaligned with respect to the polar-cap beam. The geometry of the outer-gap beam is more complicated due to its larger size and distance from the neutron star surface, where relativistic distortions should be taken into account. Outer-gap simulations are capable of predicting a wide variety of high-energy pulse profiles depending on $\zeta$ and the magnetic inclination angle $\alpha$ [34, 35]. The simulated gamma-ray light curves range from displaying two sharp peaks separated
by a “bridge” of emission to single, broad peaks spanning almost all rotation phases. An example intensity pattern showing emission strength as a function of phase and ζ for a pulsar with α = 65° is shown in Figure 2.11.

Figure 2.11: A simulated intensity pattern for a pulsar with α = 65°. The rotation phase in degrees is given on the horizontal axis, while the vertical axis shows the viewing angle ζ. Emission from the three gap regions are shown with the polar cap in blue, slot gap in green, and the outer-gap component in orange. A horizontal slice through the pattern for a specific ζ would give a pulse profile. Figure from [34]. © AAS. Reproduced with permission.

The primary evidence for the outer-gap origin of the HE gamma-ray emission comes in the form of the observed pulsar light curves seen in the Fermi-LAT data (14 of which are shown in Figure 10.1). The observed HE light curves vary widely in peak morphology, which is difficult to explain in the polar-cap scenario. Furthermore, the location of the peaks in the light curves are not typically aligned from radio to gamma rays, which indicates that the gamma-ray emission originates in a different magnetospheric location. A subset of the detected HE gamma-ray pulsars are radio-quiet (e.g., Geminga), which is also difficult to explain if the radio and gamma-ray emission come from the same beam.

The high-energy gamma-ray spectra observed for Fermi-LAT-detected pulsars typically display a spectral cut-off at a few GeV, above which the flux falls exponentially [6]. For the brightest LAT pulsars, evidence has emerged that the HE flux falls sub-exponentially above the break energy (e.g., Vela [36]), which has been attributed to the summed contributions of multiple emission zones, each with different spectral index and break energy [37]. As previously stated for the polar-cap scenario, a super-exponential cut-off in the HE spectrum is expected due to single-photon pair-production, so once again it seems unlikely that most
of the observed HE emission originates in the polar cap.
CHAPTER 3
REVIEW OF VERY HIGH-ENERGY PULSAR OBSERVATIONS AND MODELS

In this chapter, I present a short review of the major observational results that have been published to date regarding VHE pulsar studies. In the last section, I give an overview of a few of the theoretical models attempting to explain the observed VHE features (from principally the Crab pulsar). Portions of this text have been adapted from a conference proceeding I have written (to be published October 2017).

3.1 The Crab Pulsar

The Crab pulsar (PSR B0531+21) is the left over neutron-star remnant of a historic supernova that was observed in the year 1054 AD, and it is one of the most powerful known gamma-ray pulsars [38]. Located at a relatively nearby distance of 2.0 kpc with a spin period of $\sim 33$ ms, it is also the most energetic pulsar in the galaxy, with a spin-down luminosity of $4.6 \times 10^{38}$ erg s$^{-1}$. Furthermore, the Crab Nebula surrounding the pulsar is one of the best-studied sources in VHE gamma rays.

3.1.1 Past Results

The first results searching for pulsed VHE gamma rays from the Crab pulsar in the current generation of IACTs came from the MAGIC Collaboration in 2007 with the announcement of a $2.9\sigma$ hint of pulsed emission above an energy threshold of 60 GeV in 16 hr of observations [39]. About one year later in November of 2008, the MAGIC Collaboration reported a firm detection above an energy of 25 GeV [21]. MAGIC observed the Crab between 2007 October and 2008 February, accumulating a total of 22.3 hr of data. The analysis of the data revealed a detection above 25 GeV at the $6.4\sigma$ level and a hint of emission above 60 GeV at the $3.4\sigma$ level. This detection implied an unusually high cut-off energy for the gamma-ray
spectrum, indicating that the emission likely originates far from the pulsar in the magnetosphere and therefore excluding theoretical scenarios in which the emission is produced closer to the pulsar (e.g., polar-cap models). Furthermore, these observations revealed that the ratio $P2/P1$ increases with increasing energy and becomes $>1$ at around 60 GeV [21], thus indicating that the dominant peak at VHEs is P2.

A few years passed before the next major result concerning the gamma-ray emission from the Crab pulsar, and that was the detection of pulsed gamma rays above 100 GeV by VERITAS [3], first announced in August of 2011. VERITAS observed the Crab between 2007 September and 2011 March, obtaining a total of 107 hr of data, which resulted in a detection at a level of $6\sigma$. The VERITAS data showed a narrowing of the pulse widths compared to what is seen at lower gamma-ray energies by the Fermi-LAT, and a proposed explanation was given of an acceleration region that becomes smaller following along the magnetic field confining the particles. The VHE spectrum measured extended to 400 GeV, and was well characterized by a power law with a spectral index of $3.8 \pm 0.5_{\text{stat}} \pm 0.2_{\text{sys}}$. Combining the VERITAS spectrum with that obtained from Fermi-LAT data $>100$ GeV, a power law with an exponential cut-off characterization of the spectrum was significantly excluded for the first time [3]. The combined spectrum is shown in Figure 3.1. Though the gamma-ray spectra seen for pulsars up to a few tens of GeV can be explained by a curvature radiation mechanism, the VERITAS detection posed the challenge that a new component is required for a complete explanation (at least for the Crab).

Updated results on the Crab pulsar from MAGIC came around the same time as the VERITAS announcement, with an addition of 34 hr more (59 hr total) of quality-selected data obtained in the winter of 2008/2009 [41]. In addition presenting phase-resolved spectral measurements in the energy range 25–100 GeV (which have since been superseded by the latest MAGIC results [4]), a variability study was performed by comparing the Crab
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1 Peaks seen in pulsar light curves are numbered, with $P1$ typically corresponding to the dominant peak seen in radio.

2 Though published in October, the arXiv submission date is 2011 August 18.

3 This significance was calculated using the $H$-Test [40].
Figure 3.1: Crab pulsar spectral energy distribution for the energy range from 100 MeV to 400 GeV. Spectral measurements from the Fermi-LAT (green squares), MAGIC (upside-down maroon triangle), and VERITAS (red circles) are shown along with various flux upper limits from other VHE gamma-ray instruments. The exponential cut-off fit to the Fermi-LAT data is clearly a poor description for the tail of the spectrum. Figure from [3].

3.1.2 Recent Results

MAGIC has detected bridge emission above 50 GeV from the Crab pulsar after analyzing a data set comprising 135 hr of observations. The bridge region is defined as the phase range between P1 and P2, and an excess corresponding to $6.2\sigma$ is found after subtracting the background [42]. The detection of a bridge region above 50 GeV in the Crab pulsar light...
curve further complicates the task of modeling the gamma-ray emission—models need to be able to predict the spectral shape, the location and shape of the sharp peaks seen in the light curve, and now the bridge emission as well.

![Graph](image)

Figure 3.2: MAGIC and Fermi-LAT phase-resolved Crab pulsar spectra. The black and blue straight lines are power-law fits to the data above 10 GeV. The arrows represent 95% confidence level upper limits, with the slope of the line indicating the assumed spectral index for the upper limit calculation. The dashed lines are fits to the Fermi-LAT data of a power law with an exponential cut-off for P1 and P2. Figure from [4]

Most recently, the MAGIC collaboration reported the detection of pulsed emission from the Crab pulsar reaching up to 1.5 TeV in energy [4]. The Crab data set is 318 h of good quality data recorded between February 2007 and April 2014, and P2 (the dominant peak at these energies) shows significances of $6.0\sigma$ and $3.5\sigma$ for lower energy thresholds of 400 and 950 GeV, respectively. Phase-resolved spectra are derived for P1 and P2, and both are well described by simple power laws across the approximately one decade in energy probed in the data analysis. The spectral indices derived from power-law fits >150 GeV are $3.2 \pm 0.4_{\text{stat}} \pm 0.3_{\text{sys}}$ and $2.9 \pm 0.2_{\text{stat}} \pm 0.3_{\text{sys}}$ for P1 and P2, respectively [4]. The MAGIC and Fermi-LAT spectra for P1 and P2 are reproduced here in Figure 3.2.
3.2 Other Pulsars Observed by IACTs

Other pulsars (aside from the Crab) observed by IACTs include Geminga, Vela, and PSR J1023+0038. In this section, I briefly summarize the results obtained by MAGIC for the Geminga pulsar and by H.E.S.S. II for the Vela pulsar. The VERITAS observations, analysis, and results for the Geminga pulsar and PSR J1023+0038 are the subjects of Chapters 8 and 9, respectively.

3.2.1 The Geminga Pulsar

The Geminga pulsar (PSR J0633+1746) is located at the close distance of \(\sim 250 \text{ pc} \ [43, 44]\) and is the second-brightest steady gamma-ray emitter as seen by the *Fermi*-LAT, making it an obvious target for VHE observations. The Geminga pulsar has a period of \(\sim 240 \text{ ms} \) and a spin-down power of \(3.2 \times 10^{34} \text{ erg s}^{-1} \ [43]\). It is the first radio-quiet gamma-ray pulsar ever detected [45]. The gamma-ray pulse profile of Geminga shows two peaks separated by a bridge of emission, similar to what is seen for the Crab and Vela pulsars. Like for other gamma-ray pulsars, the Geminga pulsar spectrum \(>100 \text{ MeV} \) can be described by a power law with an exponential cut-off [6]; however, [46] has claimed that the spectral tail may be better characterized by a simple power law. Please refer to Section 8.2 for more information about the Geminga pulsar.

*MAGIC Observations and Analysis*

The MAGIC campaign on the Geminga pulsar resulted in 63 hr of good quality data recorded between December 2012 and March 2013. Events were phase-folded with a *Fermi*-LAT timing solution. The P1 region was selected by fitting an asymmetric Gaussian to the *Fermi*-LAT light curve \(>5 \text{ GeV} \) and \(>10 \text{ GeV} \) for P2. No significant evidence for pulsed emission was found in any of the three energy ranges \((>50 \text{ GeV}, 50–100 \text{ GeV}, 100–200 \text{ GeV})\) tested in the MAGIC gamma-ray data [47], so only upper limits on a possible flux were reported.
For full details of the MAGIC Geminga campaign (including the steady-source search), please see the MAGIC collaboration publication [47].

The MAGIC VHE flux upper limits do not constrain a simple power-law extrapolation of the Fermi-LAT data above 10 GeV. Observations with a future-generation instrument operating in the VHE band could help determine whether or not the Geminga pulsar spectrum extends to VHEs as a simple power law, as seen for the Crab pulsar.

### 3.2.2 The Vela Pulsar

As the brightest steady source seen by the Fermi-LAT [37], the Vela pulsar (PSR J0835–4510) makes a prime candidate for a VHE pulsar search. Though not a young pulsar, Vela is located nearby at a distance of ~287 pc [48] and has a spin-down power of $6.3 \times 10^{36}$ erg s$^{-1}$ with a period of 89 ms. In the gamma-ray light curve, Vela shows two sharp peaks separated by a complex bridge region, with P2 seen as the dominant peak at gamma-ray energies above ~300 MeV [49].

**H.E.S.S. II Observations**

The H.E.S.S. array of IACTs underwent an upgrade in 2012 with the addition of a new 28 m diameter telescope called CT5.\(^4\) Given the large light collection area of the telescope, it has enabled the detection of fainter gamma-ray showers initiated by gamma rays with energies below 100 GeV. This has helped bridge the H.E.S.S. sensitivity into an overlapping energy regime with satellite-based gamma-ray telescopes, namely the currently operational Fermi-LAT.

The H.E.S.S. collaboration obtained 40.3 hr of good quality data at zenith angles less than 40° during the CT5 commissioning period. After performing a likelihood ratio test for the presence of P2 (phase range: [0.5-0.6]) in the monoscopic data set, the Vela pulsar (P2 only) was detected at the 15.6σ level and at the 17.9σ level with the H-Test. As of this
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\(^4\)https://www.mpi-hd.mpg.de/hfm/HESS/pages/home/hess2inaug/
writing, this detection makes the Vela pulsar the second pulsar detected from the ground with the IACT technique. For a more complete account of the H.E.S.S. II detection of the Vela pulsar, please see [50].

Figure 3.3: Fermi-LAT and H.E.S.S. II spectra for the dominant gamma-ray peak seen from the Vela pulsar, P2. The Fermi-LAT points are shown in blue; the H.E.S.S. detection bow tie is shown in red; a simple power-law fit to the LAT data is given by the purple solid and dashed lines; and the cyan line is a power-law-with-an-exponential-cut-off (denoted ECPL in the legend) fit to the LAT data above 100 MeV. Reproduced from [50], with the permission of AIP Publishing.

The H.E.S.S. II spectrum of the Vela pulsar was generated using a forward-folding maximum-likelihood method above a lower-energy threshold of 20 GeV and is shown in Figure 3.3. A simple power-law fit in the energy range 20–110 GeV revealed a spectral index of $4.1 \pm 0.2_{\text{stat}} \pm 0.2_{\text{sys}}$, consistent with a power-law fit index derived from a Fermi-LAT data sample. Fitting with a log-parabola in the same energy range to test for curvature did not show a significant improvement of the fit [50]. The Fermi-LAT data on its own indicates a very marginal preference for curvature when fit $>10$ GeV [50]. For now, the Vela P2 spectrum seen at the highest energies is consistent with both curvature and a power-
law fits. Given that the Crab pulsar spectrum is seen to extend into VHEs as a simple power law, whether or not curvature is present at the highest energies in the Vela P2 spectrum is an important question that remains unanswered for the time being.

3.3 Status of Theory

It has long been postulated that particle acceleration occurs in pulsar magnetospheres in so-called “gap” regions—regions where particles are accelerated in electric fields induced by the rotating magnetic dipole. As discussed in Section 2.4, the three canonical gap regions are the polar cap, the slot gap, and the outer gap. High-energy gamma-ray production is most commonly thought to be a result of curvature radiation in one of the gap regions, where charged particles follow curved magnetic fields lines and thus radiate electromagnetically. Curvature radiation predicts an exponentially decaying flux above energies of a few GeV, and the sub-exponential cut-offs seen for (most) pulsars are thought to be a result of the superposition of curvature spectra from multiple particle populations with different break energies [36, 37]. Observations in the era of the Fermi-LAT have given favor to outer-gap-type models due to the ability of these models to reproduce the gamma-ray light curves [51] and the shape of the exponential cut-off in the spectra. Furthermore, the sheer number of gamma-ray pulsar detections is better explained in an outer-gap emission scenario due to the wider emission beam compared to that of the polar cap.

Since the detection of the Crab pulsar in the VHE gamma-ray band in 2011, much work has been done attempting to explain the VHE emission. In [46], it is argued that the observed VHE emission is a result of synchrotron self-Compton (SSC) scattering of UV–X-ray photons by secondary particles in the pair cascade. In this scenario, the UV–X-ray photon are a result of synchrotron emission, and the same particle population emitting these photons is responsible for up-scattering to VHEs (hence “self” in SSC). The inverse-Compton scattering is argued to occur near the light cylinder in the Klein-Nishina regime due to the predicted Lorentz factor required for particles in the radiation-reaction limit...
for curvature radiation. The maximum energy of inverse-Compton scattered photons is estimated to be

\[ E_{\text{max}} \approx 150 \text{ GeV} \left( \frac{\eta}{10^{-2}} \right)^{1/4} \sqrt{\xi \left( \frac{\lambda}{10^2} \right)^{-1}}, \]  

(3.1)

where \( \eta \) is the ratio \( E/B \), \( \xi \) is the ratio of the radius of curvature for curvature radiation to the light cylinder radius \( (r_c/r_L) \), and \( \lambda \) is the particle multiplicity. If the emitting region is taken to be close to the light cylinder, then \( r_c/r_L \approx 1 \), and \( \eta \) is roughly a few percent. The multiplicity \( \lambda \) is more uncertain, with values of \( \sim 10^2 \) [52] or \( \sim 10^4 - 10^6 \) [53] found in the literature for the outer gap accelerator. Equation 3.1 predicts inverse-Compton VHE gamma rays up to 150 GeV assuming the quantities are approximately unity, though gamma rays of higher energies could be produced for \( \eta > 0.01 \).

Another more recent synchrotron self-Compton model (Harding and Kalapotharakos [54]) uses numerical simulations of the particle cascades produced near the polar cap to predict the multi-wavelength spectra for young pulsars. These particles flow out to high altitudes in the magnetospheric slot gap near (and beyond) the light cylinder while radiating and scattering synchrotron photons. Detectable VHE emission from the Crab pulsar is predicted to appear as a result of SSC scattering by the particle pairs in the cascades. For other pulsars (including the brightest HE gamma-ray pulsar Vela), the simulated pair SSC component is orders of magnitude below the detection threshold for current instruments, even assuming a deep exposure, due to lower \( \dot{E} \) and magnetic field strengths compared to the Crab.

It has also been argued that the pulsed VHE emission from the Crab originates outside the light cylinder due to the acceleration in the pulsar wind (e.g., [55], [56], [57]). In one such model [55], it is argued that the particle wind beyond the light cylinder is accelerated in a cylindrical region of radius between 20–50 \( r_L \) called the “wind acceleration zone.” In this region, the incoming Poynting-flux-dominated wind is converted to a wind dominated by its kinetic energy, which involves acceleration of the wind particles to some Lorentz factor \( \Gamma_w \) via an unknown mechanism\(^5\). These accelerated particles preferentially up-scatter

\(^5\text{This is the so-called “sigma problem” of pulsar wind nebulae.}\)
pulsed X-rays to VHEs via inverse-Compton scattering in the Klein-Nishina regime. The location of the X-ray / HE and VHE gamma-ray pulses in the observed light curves are predicted to be offset in phase due to geometrical effects involved in the inverse-Compton scattering that takes place far from the light cylinder. Predicted VHE spectra for the Crab pulsar for various \( \Gamma_w \) and wind-acceleration-zone widths are shown in Figure 3.4.

![Pulsed γ-ray emission of Crab](image)

**Figure 3.4:** Crab pulsar spectrum between 1 GeV and 1 TeV with superposed model predictions from [55]. The Fermi-LAT data are shown as blue squares, while the VHE data are given as the gray circles and magenta diamonds (MAGIC) and the green hexagons (VERITAS). The gray dashed and solid lines are fits to the LAT data, while the dotted gray line is the sum of the red and gray solid lines. The colored lines give the predictions from the wind model as specified in the legend. The parameter \( \Gamma_w \) is the wind Lorentz factor, \( R_w \) is the distance from the neutron star to the center of the wind acceleration zone, and \( R_L \) is the light-cylinder radius (\( \sim 10^6 \) m). Figure from [55].

Another mechanism for explaining the pulsed VHE gamma-ray emission from the Crab pulsar is that of magnetic reconnection occurring in a “striped wind” beyond the light cylinder [57]. The magnetic field far from the neutron star has regions of reversing magnetic polarity (see Figure 2.6), and turbulent magnetic reconnection in the boundaries accelerates particles in the pulsar wind. These particles then radiate and up-scatter synchrotron
photons, which gives rise to the gamma-ray spectrum of the pulsar including an SSC component at VHEs.

3.4 Conclusion

The recent extension of the Crab pulsar spectrum up to 1.5 TeV [4] in late 2015 has posed the new challenge that the models must be able to predict the power-law shape seen in the data up to 1.5 TeV, in addition to the VHE light curve. The emitting region must be far from the neutron star surface given the energies of the detected gamma rays, since VHE gamma rays generated at smaller radial distances should be absorbed in the strong magnetic field via pair-production. The VHE emission cannot be explained by curvature radiation, since the radius of curvature would need to be extremely large, larger than the light-cylinder radius [3]. Inverse-Compton scattering of lower-energy photons is most likely the fundamental mechanism, though the specifics regarding where and how it occurs are currently a subject of debate in the literature as discussed in the previous section.

For now, no model is capable of simultaneously predicting the Crab pulsar VHE light curve and the spectral shape [58]. The explanation for the VHE emission given in [46] can predict photons up to \( \sim 150 \) GeV in energy (or slightly higher), but the power-law spectrum seen by MAGIC extends to 1.5 TeV. The SSC model from [54] predicts the multi-wavelength Crab pulsar emission fairly well up to VHEs, though it struggles above \( \sim 100 \) GeV, and no light-curve predictions are made. The wind-acceleration-zone model presented in [55] predicts a spectral component that falls above \( \sim 400 \) GeV (see Figure 3.4), and thus is also challenged by the MAGIC detection to TeV energies. The striped-wind model from [57] currently fares well in predicting the observed Crab pulsar spectrum, though predictions from this model for the gamma-ray light curves remain to be seen.

Predictions of VHE gamma-ray emission from pulsars other than the Crab have in general not been the main focus of models in the literature. In most models, predicted VHE emission (for the Crab or otherwise) typically depends strongly on parameters such as the
pair multiplicity, magnetic field strength, and the spin-down power (e.g., [46] and [54]). The Crab pulsar is rather unique in this regard, possessing the highest spin-down power\(^6\) of any known pulsar in our galaxy. The Crab also has a high surface magnetic field strength relative to most other young gamma-ray pulsars. Though detectable VHE emission is predicted from the Crab pulsar in the framework of recent models, similar predictions for other pulsars are unlikely given their more modest physical parameters. However, since the current state of the theory of VHE emission from the Crab pulsar is inconclusive, the potential for a surprising discovery could still be present, even if unlikely.

\(^6\)Only PSR J0537–6910 is known to have a higher $\dot{E}$, though it resides in the Large Magellanic Cloud.
CHAPTER 4
THE PHYSICS OF AIR SHOWERS

4.1 Introduction

Central to the IACT technique is the detection of Cherenkov photons produced in gamma-
ray- and cosmic-ray-initiated atmospheric air showers, which are described in this chapter. Firstly, the production of Cherenkov radiation and its properties are discussed, followed by summaries of electromagnetic and hadronic air showers. An illustration of the general atmospheric-shower-imaging problem is the subject of Figure 4.1.

Figure 4.1: Cartoon depicting the creation of a Cherenkov light pool due to a gamma-ray induced air shower. An IACT located within the light pool collects some of the Cherenkov photons and images the air shower, which is then used to reconstruct properties of the primary gamma ray.
4.2 Cherenkov Radiation

Cherenkov radiation is the light emitted when a charged particle travels through an electrically polarizable medium at a speed greater than the speed of light in that medium. The speed of light in such a medium is $c/n$ where $n$ is the index of refraction, thus Cherenkov radiation is emitted if

$$v > \frac{c}{n} \quad \text{or} \quad \beta > \frac{1}{n}, \quad (4.1)$$

where $v$ is the particle velocity. The process of emission is analogous to the creation of a sonic boom when an object exceeds the local speed of sound, wherein the emitted sound waves cannot propagate forward relative to the object resulting in the generation of a shock front behind the object. In the case of a superluminal charged particle, as it moves through a dielectric medium, it will polarize and reorient the nearby atoms (or molecules) in a way that results in a coherent photonic shock front created behind the particle as shown in Figures 4.2 and 4.3.

The angle of Cherenkov emission $\theta$ relative to the particle path can be found by considering the cone shape of the wake, perpendicular to which the Cherenkov photons are emitted. As shown in Figure 4.3, if in some elapsed time $t$ the particle has traveled a distance $vt = \beta ct$, then an emitted Cherenkov photon will have traveled a distance $(c/n)t$. The Cherenkov angle is then:

$$\theta = \cos^{-1} \left( \frac{1}{\beta n} \right). \quad (4.2)$$

Assuming $\beta = 1$, for Cherenkov radiation in air with $n_{\text{air}} = 1.00029$, the emission angle is $\theta_{\text{air}} = 1.3^\circ$. Assuming Cherenkov photon production at a height of $\sim 10$ km, the photons will land on the ground in a circle of radius $\sim 100$ m, which is commonly referred to as the light-pool radius. In reality, the index of refraction changes with the density of air, causing the Cherenkov angle to increase with decreasing altitude.

The minimum value for $\beta$ is $1/n$, since Cherenkov radiation only occurs for $v > c/n$. That there is a minimum $\beta$ implies a minimum particle energy for Cherenkov radiation for a
Figure 4.2: Illustrations showing the polarization induced in nearby atoms due to a passing charged particle. In (a), a subluminal particle is shown polarizing atoms in a symmetric fashion, which will not produce coherent depolarization. In (b), a superluminal particle is shown leaving a wake of polarized atoms, which will depolarize coherently, producing Cherenkov radiation. The particles take the trajectory from A to B, as indicated by the vertical arrow. Figure from [59].

given index of refraction. Taking \( n_{\text{air}} = 1.00029 \), the minimum \( \beta \) is then \( \beta_{\text{min}} = 0.99971 \), which gives \( \gamma_{\text{min}} = 41.53 \). The minimum particle energy for Cherenkov radiation in air due to an electron or positron is then \( E_{\text{min}} = \gamma m_e c^2 = 21.2 \text{ MeV} \).

It can be shown that [60] the spectrum of Cherenkov radiation per path length \( x \) per wavelength \( \lambda \) is given by:

\[
\frac{d^2 N}{dx d\lambda} = \frac{q^2 2\pi \alpha}{\lambda^2} \left( 1 - \frac{1}{\beta^2 n^2(\lambda)} \right)
\]

(4.3)

where \( q \) is the elementary charge of the particle and \( \alpha \) is the fine-structure constant. It can
be seen from Equation 4.3 that the spectrum is inversely proportional to the emitted wavelength squared, meaning that more Cherenkov photons are radiated at lower wavelengths. To find the spectrum seen at the ground due to Cherenkov radiation in an atmospheric shower, convolution of the emission spectrum with the distribution of particle energies (since $\beta$ differs for each particle) and spectral transmission of the atmosphere is required. Such a spectrum, along with the spectrum of the night-sky-background (NSB) light, is shown in Figure 4.4. The primary atmospheric effects on the spectrum are Rayleigh scattering of photons and absorption of higher-frequency photons by ozone, the latter of which is responsible for the drop in the spectrum below $\sim 350$ nm.
Air Showers

4.3.1 Electromagnetic Showers

Electromagnetic air showers are those that are induced by an electromagnetically interacting particle, such as a photon or a charged lepton. The formation of an electromagnetic cascade in the atmosphere, assuming a single gamma ray starting point, occurs in two repeating steps:

1. After travelling one radiation length $X_0$, the gamma ray pair-produces off of a virtual photon in the strong magnetic field around a nucleus, creating an electron-positron pair via $\gamma + \gamma \rightarrow e^+ + e^-$. Each particle produced has $\sim 1/2$ the energy of the parent gamma ray.

2. The new electron and positron radiate one gamma ray each via the bremsstrahlung mechanism near an atomic nucleus, giving away $\sim 2/3$ of their energy in the process. This interaction happens after an average length $(9/7)X_0$.

This cycle repeats at step 1, with the newly produced gamma rays pair producing a total of $2n e^+/e^-$, where $n$ is the number of interaction lengths traveled, each with $\sim 1/3^n$ the...
energy of initial gamma ray. There exist other interaction mechanisms for the gamma ray in addition to pair-production, though the interaction probabilities are a factor of $\sim 10^{-4}$ lower and thus not described here. A diagram of an electromagnetic cascade is shown in Figure 4.5.

The “shower maximum” occurs at the altitude where the number of Cherenkov-radiating particles is maximized, which is the point where energy losses due to bremsstrahlung and ionization are equal, and this corresponds to a particle energy of about 83 MeV in air. The shower maximum altitude for vertically incident gamma rays is in the neighborhood of $\sim 11–7$ km, assuming initial gamma-ray energies between 0.1–10 TeV. Below the shower maximum, energy losses due to ionization begin to dominate, and the shower cascade dies out. A shower induced by a 1 TeV gamma ray results in roughly 150 photons per square meter. An illustration of the shower structure is shown in Figure 4.6, and a simulated electromagnetic cascade (with the resulting Cherenkov photon distributions) is shown in Figure 4.7, Figure 4.8, and Figure 4.9$^1$.

![Figure 4.5: Air shower diagrams for an electromagnetic cascade (left) and a hadronic cascade (right). Figure from [62].](image-url)

$^1$The simulated shower figures in this thesis were generated and provided by Mary Kertzman (DePauw University). More figures are available at the website: http://www.depauw.edu/academics/departments-programs/physics-astronomy/department-research/high-energy-gamma-ray-astrophysics/the-kascade-air-shower-visualization-project/
Hadronic air showers are created when a cosmic ray proton (or atomic nucleus) enters and interacts in the atmosphere. Generally, this interaction produces pions, which decay into gamma rays and muons, creating many sub-showers all producing Cherenkov light as the particles propagate toward the ground. The primary decay modes for pions are as follows:

\[
\begin{align*}
\pi^0 & \rightarrow \gamma + \gamma \\
\pi^+ & \rightarrow \mu^+ + \nu_\mu \\
\pi^- & \rightarrow \mu^- + \bar{\nu}_\mu
\end{align*}
\]

The largest contributions to the total Cherenkov light in a hadronic shower are thus due to muon and electromagnetic sub-showers from pion decays. Of course, there are other
contributions—the initial interaction of the proton with an atomic nucleus can produce a wide variety of particle products. A diagram of a hadronic air shower is given in Figure 4.5.

Particles produced in hadronic cascades typically receive more transverse momentum than those produced electromagnetically, which results in broader transverse particle motion and thus a larger total ground area illuminated by Cherenkov photons (see Figure 4.11). This broadness constitutes a feature that is used in data analysis to discriminate gamma-ray initiated showers from hadronic ones, as described in Section 6.3. A simulated hadronic cascade for a 900 GeV cosmic ray proton (with the resulting Cherenkov photon distributions) is shown in Figure 4.10, Figure 4.11, and Figure 4.12.
Figure 4.8: Bird’s-eye view of the distribution of Cherenkov photons on the ground produced by shower electrons (green) and positrons (red) for a 700 GeV gamma-ray. The vertical and horizontal scales represent distances of about 600 m each. The top of the image corresponds to north. Figure courtesy of M. Kertzman.

Figure 4.9: Side view of the photons in Figure 4.8 showing the time profile of the photons. The vertical scale is 20 ns, and the horizontal scale is 600 m. Figure courtesy of M. Kertzman.
Figure 4.10: Simulated tracks for a hadronic shower induced by a 900 GeV primary proton. The color scheme is as follows: $e^+$–red, $e^-$–green, $\mu^+$–purple, $\mu^-$–cyan, $\pi^0$–yellow, $\pi^+$–maroon, $\pi^-$–teal, $p^+$–orange. Distance scales are the same as in Figure 4.7. Figure courtesy of M. Kertzman.
Figure 4.11: Bird’s-eye view of the distribution of Cherenkov photons on the ground produced in a hadronic shower initiated by a 900 GeV proton. The color scale for the Cherenkov photons indicates the particle that produced the photon and is the same as in Figure 4.10. Distance scales are the same as in Figure 4.8. Figure courtesy of M. Kertzman.

Figure 4.12: Side view of the photons in Figure 4.11 showing the time profiles. The vertical scale is 20 ns, and the horizontal scale is 600 m. Figure courtesy of M. Kertzman.
CHAPTER 5
THE VERITAS DETECTOR

5.1 Overview

The Very Energetic Radiation Imaging Telescope Array System (VERITAS) is an array of four 12 m diameter IACTs located in southern Arizona (31°40′30″ N, 110°57′07″ W; 1268 m above sea level) at the base of Mt. Hopkins at the Fred Lawrence Whipple Observatory (FLWO). Construction of the first telescope was completed in February 2005 [63], with full operations of all four telescopes beginning in March 2007 [64]. A photograph of the observatory site and VERITAS telescopes can been seen in Figure 5.1.

5.2 Structure and Optics

Each of the four VERITAS telescopes possess an altitude-over-azimuth positioner capable of reaching slew speeds of about one degree per second, a space-frame optical support structure, and a 499-pixel camera supported by a quadropod. The optical design of
each telescope is that of the Davies-Cotton optical furnace [65], with a spherically curved, segmented-aperture reflector. Each reflector comprises 345 hexagonal mirror facets, and the reflector radius and focal length are both 12 m \( (f = 1 \text{ optics}) \). The optical point spread function (PSF) is typically measured to be \( \sim 0.08^\circ \) at 68% containment over the elevation range under which observations are usually done \((40–80^\circ)\). An image of the reflector of telescope 1 (T1\(^1\)) is shown in Figure 5.2.

5.3 Cameras

Each VERITAS camera is composed of 499 photomultiplier tube (PMT; often referred to as pixels since they are used in a camera) modules, each of which contains a PMT and pre-amplifier board. The pre-upgrade PMTs are Photonis model XP2970/02, and the PMTs deployed post-upgrade are Hamamatsu model R10560-100-20. The PMTs are pitched with angular distance 0.15° for a total camera field-of-view (FoV) diameter of 3.5°. The two types of PMTs used in the VERITAS cameras are shown in Figure 5.3. A plate of 499 hexagonal Winston cones, which are hollow, parabola-shaped, non-imaging light concentrators, sits in front of the PMTs. These cones have two purposes: to reduce contamination from stray light entering the cameras at angles larger than 26°, and to decrease the dead space between pixels, thus increasing the photon collection efficiency.

The PMTs are operated with gains of 250,000 electrons per photoelectron, which is achieved with average voltages of \( \sim 800 / \sim 1000 \text{ V} \) for the Photonis / Hamamatsu PMTs, respectively. The HV values for individual pixels are adjusted to obtain uniform response across the camera. The pre-amplifier boards serve not only the purpose of amplifying the PMT signals, but also of allowing monitoring of the PMT anode currents and the injection of test pulses for calibration purposes into the signal chain. The typical pixel currents for moonless VERITAS operations are 5–10 \( \mu \text{A} \). The output signal from the pre-amplifier is carried by a coaxial cable into a flash analog-to-digital converter (FADC) board housed \(^1\)The four VERITAS telescopes are numbered as follows: T1, T2, T3, T4.
Figure 5.2: The reflector of T1 as imaged from the platform near the camera. Also pictured are the LED flasher and focal-plane camera, both mounted on the crossbeam, and the sky and reflectivity cameras, both situated in the reflector where there are missing facets. These components are discussed further in Section 5.7. A reflected image of the author in a green shirt can also be seen.
inside a climate-controlled trailer beneath the telescope.

![Photomultiplier tubes](image_url)

Figure 5.3: The pre- and post-upgrade photomultiplier tubes used in the VERITAS cameras. The Hamamatsu R10560-100-20 is shown in the bottom-left and the Photonis XP2970/02 in the top-right.

### 5.4 Upgrades

The array has undergone two major upgrades since full operations began. In the original array layout, T1 was just 38 m from T4, which resulted in a substantial rise of the array threshold as T1 and T4 were triggered by muons close to the telescopes. To alleviate this problem, in the summer of 2009, T1 was relocated to a position east of its original location in order to increase the average distance between all telescopes to $\sim 114$ m. The second major upgrade took place in the summer of 2012, and it involved switching out all 1996 Photonis photomultiplier tubes (PMTs) used in the telescope cameras with new, higher quantum-efficiency Hamamatsu PMTs. The primary aim of this upgrade was to reduce the energy threshold of VERITAS from $\sim 100$ GeV down to $\sim 80$ GeV [66]. The three epochs of the fully operational VERITAS and its data are referred to as V4 (original layout), V5 (after T1 move), and V6 (after camera upgrades).\(^2\)

\(^2\)V1, V2, and V3 refer to periods in which one, two, and three telescopes were functional.
5.5 Trigger System

The VERITAS trigger system is designed to discriminate air-shower signals from fluctuations in the night-sky background (NSB) light. The trigger system has three levels called L1, L2, and L3.

- **L1**: The level 1 trigger applies to each pixel individually. An L1 trigger occurs when the voltage threshold set in the constant fraction discriminator (CFD) is exceeded by a pulse in a single channel.

- **L2**: The level 2 trigger is specific to each telescope. If three adjacent pixels in one camera meet the L1 trigger requirement within \(\sim 6\) ns, the L2 trigger condition is met. Each of the three pixels must be adjacent in the camera with the other two; i.e., three pixels all in a row cannot satisfy the L2 trigger condition.

- **L3**: The level 3 trigger is an inter-telescope trigger. If any two (or more) telescopes give L2 triggers within 50 ns of one another, the L3 trigger condition is met and the digital contents of every channel in the array are written to disk. The L3 trigger is also called the array trigger.

The CFD thresholds are the same for all 1996 channels, and the CFD threshold is chosen to minimize the amount of triggers due to NSB photons, while maintaining triggers due to the signals produced by Cherenkov photons from air showers. A plot of the L1, L2, or L3 trigger rate versus CFD threshold is called a bias curve, and one such curve is shown in Figure 5.4. In the figure, there is a clear inflection point in the L3 rate for 3-fold adjacent pixel trigger topology beyond \(\sim 45\) mV, above which the triggers are no longer dominated by NSB photons. The CFD thresholds used in normal operations are selected based on this inflection point. The current CFD threshold used in VERITAS operations under moonless skies is 45 mV, and the typical L3 rate is \(\sim 400\) Hz.
5.6 Data Acquisition

The analog signal from each camera pixel connects into one of the custom-built FADC boards. These boards serve the primary purpose of digitizing the signal in each channel in increments of 2 ns and storing the digitized value a circular buffer with an 8-bit dynamic range and a 64 $\mu$s memory depth. At the input to the board, a DC bias voltage called the pedestal is applied. The Cherenkov flash intensity of high-energy showers saturates the dynamic range of the FADC at 255 digital counts. For that reason, the dynamic range of the digitization was extended by implementing an analog low-gain switch that sends the signal to a path in which it is attenuated and delayed relative to the high-gain signal. The high-low gain ratio is $\sim 6$.

Only a portion of the 64 $\mu$s-deep buffer is written to disk when the L3 trigger signal is
received, and this portion of the buffer that is read out is called the “readout window.” The window is adjustable in both the location in the buffer and the number of samples that are written to disk. It is set in such a way that when the low-gain switch has not been flipped (or flipped), the appropriate high-gain (or delayed low-gain) signal trace is selected in the window. The typical sample width of the readout window for current VERITAS operations is 16 (32 ns).

Each telescope has a data acquisition computer that records information about a telescope event after an L3 trigger occurs, such as the signal in each FADC channel, a GPS timestamp, and L1 and high/low-gain switch flags for each channel. A central computer called the “harvester” packages all of the information from each telescope’s event builder into a single data file per run. The data acquisition system takes 139 µs to write the contents of all channels to disk, which gives the array an average deadtime of about 10% at typical L3 trigger rates. The data files are transferred to an off-site archive from where they can be downloaded by members of the VERITAS Collaboration for analysis. As of fall 2012 (V6), typical data runs are 30 minutes long yielding a typical file size of ∼9.5 GB.

5.7 Calibration

Various calibration tasks are performed on a regular basis to monitor the stability of the instrument and the quality of the data, the most important of which are described in this section. As calibration group leader of the VERITAS Collaboration, I am responsible for scheduling and overseeing these various calibrations tasks, and as such, I have included a brief overview in this section of the thesis.

The absolute gain of each channel is monitored by keeping track of single photon-electron signals. Since the gain directly impacts the energy reconstruction (see Section 6.3.3), monitoring is necessary know when readjustment is needed, thus keeping the systematic uncertainty to a minimum. To compute the absolute gain for one telescope, all events
Figure 5.5: Block diagram of the VERITAS signal chain for a single-pixel signal. The dashed blue lines indicate transitions between the telescope camera, telescope trailer, and control room. The other 498 PMTs and channels that comprise the T1 electronics are not pictured, though all channels connect to the L2 board as indicated in the diagram. After an L3 trigger, a read-out signal (dashed black line) is sent to all channels in the array.

recorded at the lowest-level flasher\textsuperscript{3} illumination are extracted, and the integral charge in each channel is computed for each event. Then for each channel a charge histogram can be constructed, which shows several overlapping peaks corresponding to pedestal, single photo-electron signals, double photo-electron signals, etc. The distribution is fit with a sum of Gaussian shapes, and the absolute gain for the channel is given as the mean of the single photo-electron Gaussian minus the mean of the pedestal Gaussian. The absolute gain for the telescope as a whole is reported as the mean of the individual gains for the channels.

If the absolute gain distribution for a telescope has become too wide, or if the gain has dropped by more than 5\%, a procedure called “flat-fielding” is done to make the gain distribution more uniform by readjusting the HV values for each channel. The current method for flat-fielding involves scaling the HV for all PMTs and taking three (or more) flasher runs. The mean values of integrated charge histograms for each channel are computed,

\textsuperscript{3}Each telescope is equipped with an LED-based flasher that illuminates the camera with various levels of light.
followed by plotting charge versus HV for each channel. A fit to the HV-dependent charge enables selection of a new HV value for the channel given a desired integrated charge value.

The VERITAS telescopes do not point precisely where they are told to point in azimuth / elevation due to imperfections in the positioners and deformation in the telescope structure. For that reason, the offset of the actual pointing position is regularly compared to the set pointing position, so that the offset can be corrected in the data analysis. This is done using the VERITAS pointing monitor (VPM) system, which allows comparison of the actual pointing of the telescope with the pointing reported by the positioner, giving the pointing offset for the telescope in question. If the pointing offset RMS is seen to exceed the acceptable threshold for any telescope, new pointing corrections are calculated using a method called T-Point. The optical PSF of the telescope can be extracted and monitored using the VPM system. Due to imperfections in the hexagonal mirrors and their pointing, a star appears smeared out in the focal plane. Monitoring the PSF for each telescope thus reveals the overall health of the alignment of the mirrors.

The whole-dish reflectivity of each telescope reflector is monitored by comparison of the intensity of the direct light from a star and from its reflection. A reflective target is mounted to the telescope cameras at the focal plane, and a wide-FoV camera mounted on the reflector captures an image of a star and its reflection on the reflective target in the same image. The whole-dish reflectivity is then quoted as a ratio of the intensities of the recorded starlight and its reflection. A filter wheel inside the camera housing allows measurement of wavelength dependence. This method is further described in [67].
CHAPTER 6
DATA ANALYSIS

This chapter covers the general data analysis techniques that are used in the projects described in this thesis. Section 6.1 gives an overview of the procedure for timing a pulsar. Sections 6.2 and 6.3 describe the Fermi-LAT and VERITAS data analysis techniques, with a special emphasis on the VERITAS analysis. Analysis details specific to one particular project are relegated to a section in a subsequent chapter for the project in question.

6.1 Pulsar Timing

An integral component of all the pulsar studies presented in this thesis is the timing of the pulsar, i.e., the conversion of photon arrival times into rotational phases of the pulsar when those photons were emitted. Applying a statistical test to the calculated phase data may reveal a periodic signal, in which case the pulsar is detected, or may reveal nothing, in which case a flux upper limit can be quoted. Either way, the conversion from arrival times to phases is necessary, which requires what is called a pulsar timing solution. A timing solution is a file that contains the necessary information to convert from arrival time to phase, such as the pulsar rotation frequency, time derivatives of the frequency, location in the sky, proper motion, glitch information, etc. If an analyzer has no timing solution for the pulsar in question, they must create their own. Blindly creating a timing solution requires a (typically large) set of data capable of being searched for periodicity with a wide variety of periods, period derivatives, and so on. Given that the VHE gamma-ray fluxes of pulsars are expected to be quite low (indeed, only one has been firmly detected above 100 GeV), blind searches for periodicity are extremely unlikely to be fruitful. For that reason, we borrow timing solutions from other energy bands in which pulsars are more easily detected, namely from radio and HE gamma rays. In this section, I give a general overview of the problem
of converting photon arrival times into pulsar phases, assuming that a valid timing solution is available.

6.1.1 Barycentering

The term barycentering refers to the process of converting photon times of arrival (TOAs) at a telescope to would-be arrival times had they arrived instead at the center-of-mass of the solar system, called the barycenter. Assuming that the solar-system barycenter is a fixed location, the process of barycentering then removes the effects on the TOAs caused by Earth’s motion and other solar-system-specific phenomena. These effects for gamma rays are listed below.

- Rotation of Earth, or, in the case that the telescope is aboard a satellite, the orbit of the satellite
- The Römer correction, which refers to Earth’s orbit about the Sun; additionally, the ellipticity must be taken into account
- The gravitational potential at Earth, which varies throughout the year because Earth’s orbit is elliptical
- Shapiro delay, which refers to the time lag introduced to a photon as it passes near a massive object (such as the Sun or Jupiter) as predicted by general relativity

Taking the above points into account, the barycentric time of arrival can be written as

$$t_b \approx t - (\Delta_R + \Delta_E + \Delta_S)$$

where $t_b$ is the barycentric time, $t$ is the TOA, $\Delta_R$ is the the Römer correction, $\Delta_E$ is the gravitational redshift correction, and $\Delta_S$ is the Shapiro delay. The equation is approximate since we disregard dispersion during photon propagation due to free electrons, which is
an important effect for radio photons but is negligible for gamma rays. For details on the calculation of $\Delta_R$, $\Delta_E$, and $\Delta_S$, please see, e.g., Chapter 5 in [17].

In practice, barycentering is a complicated procedure that is typically done using a publicly available software package called TEMPO2 [68], which is capable of achieving an accuracy down to $\sim 1$ ns for the effects listed in the above bullet points. With TEMPO2, users specify their solar system ephemeris of choice, where for all analyses presented in this thesis DE405 [69] is used, and must be careful to add leap seconds when introduced by the International Earth Rotation and Reference Systems Service.

### 6.1.2 Phase Folding

The minimum ingredients needed to convert a series of barycentric times $t_i^b$ to phases $\phi_i$ for a specific pulsar are: $f$, the pulsar frequency (which also gives the angular frequency $\omega$), $\dot{f}$, the first time derivative, and $t_0$, a barycentric reference time where $\phi_0 = 0$. A timing solution provides these values, and converting barycentric times to phases is a matter of extrapolation from $t_0$ to each $t_i^b$ using $f$ and $\dot{f}$ and taking the remainder as the desired phase. Here it is assumed that each $t_i^b$ falls within the window of validity of the timing solution. The $i^{th}$ phase can then be written

$$\phi_i = \phi(t_i^b) = \left( \int_{t_0}^{t_i^b} \omega(t) dt \right) \mod 2\pi \quad (6.2)$$

which for one derivative on $P$ and hence $\omega$ implies $\omega(t) = \omega_0 + \dot{\omega}t$ and gives

$$\phi(t_i^b) = \left( \int_{t_0}^{t_i^b} \omega_0 dt + \int_{t_0}^{t_i^b} \dot{\omega} dt \right) \mod 2\pi. \quad (6.3)$$

After integration and rewriting $\omega$ in terms of $f$, the $i^{th}$ phase is found to be

$$\phi_i = \left( f_0(t_i^b - t_0) + \frac{1}{2} \dot{f}((t_i^b)^2 - t_0^2) \right) \mod 1. \quad (6.4)$$

A few notes:
Table 6.1: Table of all relevant differences between the *Fermi*-LAT data analysis of the Geminga pulsar and the 15 archival pulsars. All differences are due solely to the fact that the LAT team refines the instrument IRFs, analysis software, and periodically reprocesses the data over time to improve the analysis.

<table>
<thead>
<tr>
<th></th>
<th>Geminga Analysis</th>
<th>Archival Pulsars Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Science tools version</td>
<td>v9r27p1</td>
<td>v10r0p5</td>
</tr>
<tr>
<td>IRFs</td>
<td>Pass 7 reprocessed</td>
<td>Pass 8</td>
</tr>
<tr>
<td>Catalog version</td>
<td>2FGL</td>
<td>3FGL</td>
</tr>
<tr>
<td>Galactic diffuse version</td>
<td>gll_iem_v05_rev1</td>
<td>gll_iem_v06</td>
</tr>
<tr>
<td>Isotropic diffuse version</td>
<td>iso_source_v05</td>
<td>iso_P8R2_SOURCE_V6_v06</td>
</tr>
<tr>
<td>Data used per pulsar</td>
<td>5.2 yr</td>
<td>7.6 yr</td>
</tr>
</tbody>
</table>

- If $N$ derivatives to the pulsar frequency beyond the first have been measured, the above procedure for calculating the phases can be revised by Taylor expansion of $\omega(t)$ as

$$\omega(t) = \sum_{n=0}^{N} \frac{\omega^{(n)}(t)}{n!} t^n. \quad (6.5)$$

and substituting into equation 6.2.

- In practice, the one-rotation phase range $0–2\pi$ radians is typically redefined as $0–1$ rotations, so the phases $\phi_i$ take values between 0 and 1. All pulse profiles shown in this thesis use the phase range $0–1$ (or $−1$ to 1 where the profile is shown twice).

- Likewise with the barycentering, all phase folding for the projects presented in this thesis has been done with TEMPO2.

6.2 *Fermi*-LAT Data Analysis

The *Fermi* large area telescope (LAT) is an electron-positron pair-conversion telescope sensitive to gamma-ray photons with energies between $\sim 20$ MeV and $300$ GeV. It has a FoV of $\sim 2.5$ sr and attains full-sky coverage approximately every three hours. For a complete description of the instrument, see [70, 71].

To generate *Fermi*-LAT spectra for all pulsars treated in this thesis, the *Fermi*-LAT Science Tools are used with the standard quality cuts described in [72]. Events of “source”-
class with energies between 100 MeV and 300 GeV collected within 20° region-of-interest (ROI) of the 2PC location of each pulsar are processed with the maximum likelihood fitting routine. Details of the Fermi-LAT analysis specific to individual projects presented in this thesis are summarized in Table 6.1.

The spectral analysis presented here follows the same steps outlined in the second Fermi-LAT pulsar catalog (2PC) [6]. To generate spectral energy distributions of the Fermi-LAT data for each pulsar, a binned maximum likelihood analysis is done in each of 12 logarithmically spaced energy bins spanning the range 100 MeV to 300 GeV. Spectral models for all sources in the 3FGL catalog [73] in the ROI in addition to the galactic and isotropic diffuse backgrounds (gal_2yearp7v6_v0.fits, iso_p7v6source_rep.txt) are included in the likelihood fitting. Sources within a circle of 4° in radius have their spectral parameters left free in the fitting routine, while all others are fixed except for the normalization on the galactic and isotropic diffuse background models. In each bin, the pulsar is modeled as a point source with a simple power-law spectral shape:

\[
\frac{dN}{dE} = N_0 \left( \frac{E}{E_0} \right)^\gamma,
\]

where \(N_0\) is the flux normalization, \(E_0\) is fixed to 300 GeV, and \(\gamma\) is the spectral index. The normalization and spectral index of each pulsar are left as free parameters in the fit.

### 6.3 VERITAS Data Analysis

#### 6.3.1 Introduction

Analysis of data taken by VERITAS generally follows the following steps:

1. Data selection: Data runs deemed “good” are selected for analysis. Good runs are those that appear unaffected by weather and hardware problems based on data quality monitoring (DQM) plots that are automatically generated for each run. Examples of important information monitored in the DQM are the L3 rate, pointing offsets, and
median currents for each channel, and these plots have been vetted for every data run used in each analysis.

2. Calibration of Data (Section 6.3.2)

3. Event reconstruction and parametrization (Section 6.3.3)

4. Background estimation (Section 6.3.5)

All analyses presented in this thesis have been done using the VERITAS Gamma-ray Analysis Software (VEGAS) package, and they have additionally been cross-checked by another VERITAS collaboration member using a different software package called Event Display. This independent cross-check is done to ensure validity of the results by attempting to avoid systematic effects potentially introduced by the data analyzer or the analysis code of a particular software package.

### 6.3.2 Calibration of Data

The first step in the VERITAS analysis chain is the calibration and cleaning of the raw data, which is accomplished in five steps:

1. Division of the data run into three-minute time slices

2. Summation of pedestal events for each channel

3. Summation of all FADC traces

4. Subtraction of the mean pedestal value from summed traces

5. Cleaning of images.

First, a data run selected for analysis is divided into three-minute time slices in order to track changing noise conditions throughout the run. The pedestal events\(^1\) are then ex-

---

\(^1\)Pedestal events are injected into VERITAS data during runs at a rate of 3 Hz.
tracted and summed, and the means and standard deviations of the summed pedestals for each time slice are calculated. Subsequently, the traces in each channel for each L3-triggered event are summed using a double pass method. In the first pass, the signals are integrated to calculate the charge and the t-zero (the time in the window corresponding to the point at which the signal has risen to half its maximum value). The t-zero values form a gradient across the camera of a telescope due to the shape of the Cherenkov light front (see Figure 4.9), which has the effect that the signal positions differ slightly in time between channels. During the second pass, the start positions for each channel are set based on the time gradient found in the last pass, and the window used is smaller than in the first pass in order to optimize the signal-to-noise ratio. The first and second pass windows used for all analysis presented herein are 7 and 5 samples, respectively (14 and 10 ns, respectively). After the double-pass summation, the mean pedestal value is subtracted from all of the traces.

Once the pedestal and trace information for each channel have been calculated, image cleaning is performed. This step involves removal of channels that fail to meet the following criteria in an effort to preserve only channels that detected Cherenkov photons for further analysis. The general criteria are:

- **a)** Each channel must have a pedestal variance no more than four standard deviations above the mean of the distribution for that channel.

- **b)** “Bright” pixels are kept, where a bright pixel is defined as one in which the integrated signal is above five standard deviations of the pedestal-distribution mean for the given time slice.

- **c)** If a pixel neighboring a bright one fails to satisfy b), it is still kept if the integrated signal is $2.5\sigma$ above the pedestal-distribution mean.

Pixels not satisfying any of the above criteria have their integrated charge set to zero.

---

$^2$Summation / integration in this context refers to simply adding up the digital counts of each sample in a given time window.
6.3.3 Event Parametrization and Reconstruction

After calibration and cleaning, image parameters are calculated on an event-by-event basis with the goal of subsequently applying an event selection on the data to reduce background due to cosmic-ray image contamination. The first of such parameters are size\(^3\) and \(\text{ntubes}\). The \(\text{size}\) parameter is the summed charge over all channels forming an image, and the cut value is the lower bound below which all images are discarded. The \(\text{ntubes}\) parameter is the minimum number of participatory channels required for keeping an image, which is set to five.

Parameters pertaining to the location and shape of an image in the camera come in the form of the so-called Hillas parameters [74]. Figure 6.1 shows a drawing of an ellipse along with several parameters used to describe the image. The first step in calculating these parameters is finding the principal components of the image based on the digital counts in each image channel. For example, assuming x-y coordinates, the first-order moments and second-order-moment variances are given by:

\[
\langle x \rangle = \sum \frac{n_i x_i}{n_i}; \quad \langle y \rangle = \sum \frac{n_i y_i}{n_i}
\]

\[
\sigma_{x^2} = \langle x^2 \rangle - \langle x \rangle^2; \quad \sigma_{y^2} = \langle y^2 \rangle - \langle y \rangle^2
\]

where the sum index \(i\) runs over all of the channels forming the image, \(x\) and \(y\) are the x-y coordinates of the \(i^{th}\) pixel, and \(n\) is the number of digital counts. The Hillas parameter \(\text{distance}\) is then:

\[
\sqrt{\langle x \rangle^2 + \langle y \rangle^2},
\]

which gives the distance from the camera center to the image centroid. The \(\text{distance}\) parameter cut is set to \(\text{distance} < 1.43^\circ\) to reject images that fall off the edge of the camera,

\(^3\)All cut parameters will appear italicized for clarity.
and are not fully contained. The parameters *length* and *width* are given by:

\[
length = \sqrt{\frac{\sigma_{x^2} + \sigma_{y^2} + s}{2}}; \quad width = \sqrt{\frac{\sigma_{x^2} + \sigma_{y^2} - s}{2}} \tag{6.10}
\]

where \( s = \sqrt{(\sigma_{y^2} - \sigma_{x^2})^2 + (2\sigma_{xy})^2} \) [75].

This moment analysis can be used to determine the major axis of the elliptical image. The intersection of the major axes of the recorded images for one event in the image plane gives the gamma-ray arrival direction. Given that generally the major axes will not perfectly intersect for \( N_{tel} > 2 \), a weighting method is used in order to achieve a more accurate reconstruction. The weight used for each axis is the log_{10} of the corresponding size of the image, and the direction is found by minimization of the perpendicular distances from each weighted image axis. See Figure 6.2 for an illustration of the direction reconstruction.

![Figure 6.1: Illustration of commonly used parameters for a Cherenkov shower imaged by an IACT. Figure from [75]](image)

In addition to reconstructing the arrival direction in the image plane, it is also useful to find the *impact distance* of the event seen by each telescope by determining the shower
Figure 6.2: Illustration of the camera plane showing the direction reconstruction method. The intersection of the major axis of each ellipse gives the arrival direction. Note that in the general case and as pictured here, the major axes will not exactly intersect for $N_{\text{tel}} > 2$, so a weighting method is used to determine the arrival direction (shown as a gold star).

*core location*, which refers to the location on the ground where the gamma ray would have landed, had it not been absorbed in the atmosphere via $e^+e^-$-production. The core location is found in a similar fashion to the arrival direction in camera coordinates, again by a weighting method involving intersection of the major axes of the ellipses, but this time the images and axes are projected onto the ground plane. The impact distance is then the distances from a telescope to the shower core location on the ground. An image illustrating this method is shown in Figure 6.3. Armed with the four impact distances, the *shower maximum* of the event can now be determined from trigonometry. The shower maximum is the point in the air shower where the number of Cherenkov-light-producing particles
Figure 6.3: Image showing the impact distance and core location of a gamma-ray shower based on the intersection of the image major axes.

is at its maximum. It is a useful cut parameter in the analysis, since cosmic-ray showers penetrate farther into the atmosphere compared to gamma-ray showers. Let $\phi_i$ be the angle between the image centroid and the reconstructed arrival direction, and let $r_i$ be the impact distance for telescope $i$, respectively. Then the shower maximum $h$ can be calculated:

$$\tan(\phi_i) = \frac{r_i}{h_i}.$$ (6.11)

The four $h$ values calculated for one event should all be equal, however they will differ
in reality due to uncertainties. They are combined into one value assigned to the event by taking the mean.

Determining the energy of the shower-initiating gamma ray is a procedure that involves Monte-Carlo simulation of many gamma-ray air showers. The simulated Cherenkov light then enters a simulation of the telescope optics and electronics to arrive at an estimate for the size parameter seen for a gamma-ray event with known energy and direction. These simulations are used to fill multi-dimensional lookup tables (LTs) with the size-to-energy conversion information for various parameters specific to the event, which include the observing azimuth and zenith angles, impact distance, and noise level due to NSB light. The basic procedure in the analysis is to “look up” the energy estimate for an observed size, impact distance, and noise level (plus azimuth / zenith angle) for each telescope. The standard deviation of the energy for a lookup-table bin is also estimated from these simulations, and it is used as a weight when averaging over the individual events seen by each telescope to get the energy of the event as a whole.

6.3.4 Cosmic-Ray Rejection and Cut Selection

The next step in the analysis is to suppress the background due to cosmic-ray-initiated air showers as much as possible. The background-rejection method used in this thesis is a relatively simple one that involves making cuts on the data based on image parameters, the shower maximum, and the distance from the source. The cuts values are selected in an optimization procedure that involves analysis of known VHE sources via scanning the cut parameter space in order to find the values that maximize the detection significance. The same procedure can also be done on simulated data. The optimal cut values have been determined for three spectral indices ranging from softer to harder, henceforth referred to as soft, moderate, and hard cuts. Additionally, the three different physical configuration of VERITAS (V4, V5, and V6) undergo the optimization separately, resulting in a total of nine sets of cuts.
Two more parameters must be introduced: the *mean-scaled length* \( MSL \), *mean-scaled width* \( MSW \), which relate the *length* and *width* of the image as shown in Figure 6.1 and defined above. They are defined as follows:

\[
MSW \equiv \frac{1}{N_{tel}} \sum_{i=1}^{N_{tel}} \frac{w_i}{w_{sim}(\theta, \text{size}_i, r_i)}
\]

\[
MSL \equiv \frac{1}{N_{tel}} \sum_{i=1}^{N_{tel}} \frac{l_i}{l_{sim}(\theta, \text{size}_i, r_i)}
\]

where in the above two equations, \( w_i \) and \( l_i \) are the *width* and *length* parameters for the image in telescope \( i \), and \( w_{sim} \) and \( l_{sim} \) are simulated average widths and lengths for a given a zenith angle \( \theta \), image *size*, and impact distance \( r_i \) [76]. The simulations discussed in Section 6.3.3 produce simulated camera images, which can be parametrized in the same manner as the real data. The widths and lengths of these simulated images are indices of the LTs, and the appropriate values are pulled from the LT during analysis given a zenith angle, *size*, and impact distance.

Now that the data parametrization is complete, the next step in the analysis chain is to perform an event selection based on the cut parameters. Determining the best selection of cuts depending on the expected source spectrum requires an optimization scheme. This optimization was conducted by scanning the cut-parameter space as follows:

1. Process a large set of data of a known source through the point of applying the *size* cut. Increment *size* by 100 and repeat.

2. For each *size* cut, finish processing by scanning over \( MSL, MSW \) in increments of 0.05, and *shower maximum* in increments of 1 km.

3. Take the set of cuts that maximizes the significance of the source detection as the one to be used for analysis.

4. Repeat steps 1–3 for a known soft-, moderate-, and hard-spectrum source.
Table 6.2: Definition of all cut values used in the analyses described in this thesis.

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Cut Type</th>
<th>Size</th>
<th>MSW Lower</th>
<th>MSW Upper</th>
<th>MSL Lower</th>
<th>MSL Upper</th>
<th>Shower Max</th>
<th>$\theta^2$</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>V4</td>
<td>Soft</td>
<td>200</td>
<td>0.05</td>
<td>1.1</td>
<td>0.05</td>
<td>1.3</td>
<td>7</td>
<td>0.03</td>
<td>no T1T4</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>400</td>
<td>0.05</td>
<td>1.1</td>
<td>0.05</td>
<td>1.3</td>
<td>7</td>
<td>0.01</td>
<td>no T1T4</td>
</tr>
<tr>
<td></td>
<td>Hard</td>
<td>1000</td>
<td>0.05</td>
<td>1.1</td>
<td>0.05</td>
<td>1.4</td>
<td>0</td>
<td>0.01</td>
<td>no T1T4</td>
</tr>
<tr>
<td>V5</td>
<td>Soft</td>
<td>200</td>
<td>0.05</td>
<td>1.1</td>
<td>0.05</td>
<td>1.3</td>
<td>7</td>
<td>0.03</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>400</td>
<td>0.05</td>
<td>1.1</td>
<td>0.05</td>
<td>1.3</td>
<td>7</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Hard</td>
<td>1000</td>
<td>0.05</td>
<td>1.1</td>
<td>0.05</td>
<td>1.4</td>
<td>0</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>V6</td>
<td>Soft</td>
<td>400</td>
<td>0.05</td>
<td>1.1</td>
<td>0.05</td>
<td>1.3</td>
<td>7</td>
<td>0.03</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>700</td>
<td>0.05</td>
<td>1.1</td>
<td>0.05</td>
<td>1.3</td>
<td>7</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Hard</td>
<td>1200</td>
<td>0.05</td>
<td>1.1</td>
<td>0.05</td>
<td>1.4</td>
<td>0</td>
<td>0.01</td>
<td>-</td>
</tr>
</tbody>
</table>

5. Repeat steps 1–4 for data taken during VERITAS epochs V4, V5, and V6.

All of the cut values derived from the above procedure and used in the projects described in this thesis are given in Table 6.2, including the $\theta^2$ cut which will be explained in Section 6.3.5. Note as indicated in the table that for V4 data, the T1+T4 trigger topology at L3 is rejected for reasons discussed in Section 5.4.

6.3.5 Background Estimation

After applying cuts to the data for the gamma-hadron separation, the next analysis steps are background estimation followed by the excess / significance calculation. Calculation of the excess counts requires counting the total number of events falling into the expected signal region (call it the $ON$ region) and into the background region (call it $OFF$). The ratio of the sizes of the ON and OFF regions is a parameter called $\alpha$. Once the total counts in each region and $\alpha$ are known, the excess is given by

$$N_{excess} = N_{on} - \alpha N_{off},$$

and the significance can be calculated as described in Section 7.2. In the rest of this section, two methods for defining the ON and OFF regions are described, followed by a description of the $\theta^2$ parameter which determines the angular size of the regions.
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Background Estimation for a Standard Search

There are a few established ways to estimate the background, with the most commonly used being the reflected-region method paired with a wobble-mode observing strategy [77]. Wobble-mode observations involve displacing the center of the telescope cameras from the expected source location by some amount (typically for VERITAS by 0.5°), and alternating this offset between data runs in each of the four cardinal directions. This strategy provides the advantage that background and data can be accumulated simultaneously, and systematic effects in the background estimation cancel out [78]. The reflected-region background estimation method involves defining OFF regions for background events reflected about the center of the FoV relative to the ON region (where the source is expected), thus ensuring that all ON and OFF regions are the same radial distance from the center of the camera. This is desirable since the telescope acceptance is radially symmetric. An illustration of this technique can bee seen in Figure 6.4.

Background Estimation for a Pulsar Search

For pulsar searches, a more sensitive approach to estimating the background is employed in the phase (i.e. time) domain, rather than the spatial domain described previously. While a pulsar could be detected using a reflected-region method, assuming it is sufficiently bright, it is favorable to increase the search sensitivity by a priori definition of ON and OFF counting regions based on the pulse profile characteristics seen at other wavelengths. For example, if a pulsar has been seen by the Fermi-LAT, one can use the phase-folded LAT data to create a pulse profile and then define the ON regions in phase where the peaks are seen. The background is then defined as the region where there is no emission from the pulsar. This procedure is often referred to as “phase gating” and the ON / OFF regions as “phase gates.” The α parameter is still easily calculated as the ratio of the ON and OFF region sizes in phase. This method makes the assumption that the locations and shapes of the peaks in the pulsar light curve are the same as those seen in the other wavelength band where the pulsar...
is detected. A different statistical test that avoids this (potentially incorrect) assumption is also used in the searches described in this thesis. It is called the $H$-test (see Section 7.3.1).

**The $\theta^2$ Parameter**

In either case of searching for steady or pulsed emission, the question of exactly how large a region on the sky select for analysis still remains. For each event, the squared angular distance from the expected source location, called $\theta^2$, is calculated and used as a cut parameter. Given that a potential signal will be spatially confined (whereas the background is approximately isotropic), the optimal $\theta^2$ cut is chosen based on the expected angular size of the signal. For a point source, this size is dictated by the instrument angular resolution.
The angular resolution of VERITAS is worse at lower energies, hence the $\theta^2$ cut used for the soft-cuts analysis is looser than that used for moderate- or hard-cuts analysis. The $\theta^2$ cut definitions used in all of the analyses described in this thesis are given in Table 6.2.

![Figure 6.5](image)

Figure 6.5: An example $\theta^2$ distribution derived from Crab Nebula data. The vertical black line indicates a $\theta^2$ cut of 0.01. The event counts fall rapidly, leaving only background moving away from the source, though not instantaneously due to the nonzero gamma-ray PSF.

### 6.3.6 Calculating Flux from Excess Counts

Calculation of a flux value from the computed excess requires knowledge of the effective area of the detector. Because a Cherenkov shower can be imaged no matter where it lands on the ground so long as at least two telescopes are within the light pool, the size of the light pool itself is the best approximation for the effective area of the IACT array. However, the actual effective area depends on many parameters, including the cuts used, the zenith angle of the observation, the NSB noise level, and the telescope electronic response. In general, if some aspect of the experiment affects the excess found (i.e., affects the efficiency of collecting gamma-ray events), then it will affect the effective area. Effective areas for use in analysis are created in a Monte-Carlo simulation where many simulated gamma ray
events over a large impact area are pushed through the detector simulation. An example of an effective area created in this way is shown in Figure 6.6.

![Effective Area Graph](image)

Figure 6.6: An example simulated effective area of the V6 configuration of VERITAS for $0^\circ$ zenith and $0^\circ$ azimuth with cuts $MSW = 1.1$, $MSL = 1.3$, and $\theta^2 = 0.03$.

Using a set of effective areas simulated for the optimized set of cuts used in the analysis, the excess can be converted into a meaningful flux or limit on the flux. Flux is a measure of the rate of flow of a quantity (e.g., counts or energy) per unit area. The number flux\(^4\) $N$ of some discrete counting quantity can be calculated simply as

$$N = \frac{N_{\text{excess}}}{AT} \quad \text{(6.15)}$$

where $A$ is the effective area, and $T$ is the exposure time. The dependence on the reconstructed photon energy can be included to compute a differential energy spectrum:

$$\frac{dN}{dE} = \frac{d}{dE} \frac{N_{\text{excess}}(E)}{A(E)T}. \quad \text{(6.16)}$$

Over the course of one observation period, different effective areas will need to be used as the observing conditions change (e.g. zenith angle, NSB level), so in practice $N_{\text{excess}}$ is

\(^4\)The units for this flux typically are: counts m\(^{-2}\) s\(^{-1}\).
subdivided, and the appropriate effective area is selected for each division\(^5\). The integral flux \(N_{\text{int}}\) above some lower energy threshold \(E_{\text{min}}\) can be found by summing over all events above that energy:

\[
N_{\text{int}} = \frac{1}{T} \left( \sum_{i} \frac{N_{\text{on}}}{A_i} - \alpha \sum_{k} \frac{N_{\text{off}}}{A_k} \right)
\]

(6.17)

where the index \(i\) runs over all ON events, index \(k\) over all OFF events, and the term in parentheses is \(N_{\text{excess}}/A\) but rewritten to include the appropriate effective areas \(A_i\) or \(A_k\) for ON event \(i\) or OFF event \(k\).

In the case that no signal is seen, an upper limit on the excess \(N_{\text{UL excess}}\) can be found and converted into a meaningful limit on the integral flux. Computing an upper limit on the excess at a given confidence level is a procedure involving assumption of parent distributions for \(N_{\text{on}}\) and \(N_{\text{off}}\) (typically Gaussian or Poissonian) and using the method of, e.g., Rolke [79] or Helene [80] to find \(N_{\text{UL excess}}\) at a predetermined confidence level. \(N_{\text{UL excess}}\) is then converted into an integral flux limit \(N_{\text{UL int}}\) by computing:

\[
N_{\text{UL int}} = \frac{N_{\text{UL excess}}}{\bar{A}} \int \frac{E^{-\Gamma}}{A} dE
\]

(6.18)

where \(\bar{A}\) is an averaged effective area. The above integrals are over the entire energy range starting at \(E_{\text{min}}\), and an assumed spectral shape given by \(E^{-\Gamma}\) is invoked a priori with spectral index \(\Gamma\). In VEGAS, the integrals in Equation 6.18 are done in a discrete fashion by summing over 400 energy bins per decade. The lower-energy threshold \(E_{\text{min}}\) above which the aforementioned calculations are done is selected by multiplying the assumed spectrum \(E^{-\Gamma}\) by the average effective area and taking \(E_{\text{min}}\) as the energy corresponding to the maximum value.

\(^5\)In VEGAS, this is done on an event-by-event basis.
CHAPTER 7
STATISTICAL METHODS

7.1 Introduction

Application of the appropriate statistical methods is an important requirement for obtaining or interpreting the results of an analysis. Details of the most important methods used in this thesis are the subject of this chapter. The chapter begins by first introducing and motivating the equation used for calculation of the significance of an observation where ON / OFF counting has been done, which is used in all projects presented in this thesis. Subsequently, a brief summary of testing for periodicity with the $H$ test is given in the final two sections.

7.2 Significance from ON / OFF Counting

When counting “ON” events from an a-priori-defined expected region of signal and “OFF” events from a background region, the standard and most commonly used equation gamma-ray astronomy for computing the significance of the search is Li and Ma [81] Equation 17:

\[
S = \sqrt{2 \left\{ N_{on} \ln \left[ 1 + \alpha \left( \frac{N_{on}}{N_{on} + N_{off}} \right) \right] + N_{off} \ln \left[ (1 + \alpha) \left( \frac{N_{off}}{N_{on} + N_{off}} \right) \right] \right\}^{1/2}}
\] (7.1)

where $S$ is the significance, $N_{on}$ is the number of events falling in the expected signal region, $N_{off}$ is the number of events falling in the background region, and $\alpha$ is the ON exposure divided by the OFF exposure. Equation 7.1 is the equation used to compute significances for all of the gamma-ray-emission searches treated in this thesis.

A simpler calculation of the significance proceeds as follows. The excess counts are
given by

\[ N_{\text{excess}} = N_{\text{on}} - \alpha N_{\text{off}}. \]  

(7.2)

Then the standard deviation of the excess is

\[
\Delta N_{\text{excess}} = \sqrt{\left( \frac{\partial N_{\text{excess}}}{\partial N_{\text{on}}} \Delta N_{\text{on}} \right)^2 + \left( \frac{\partial N_{\text{excess}}}{\partial N_{\text{off}}} \Delta N_{\text{off}} \right)^2} 
\]

\[ = \sqrt{\Delta N_{\text{on}}^2 + \alpha^2 \Delta N_{\text{off}}^2} \]

\[ = \sqrt{N_{\text{on}} + \alpha^2 N_{\text{off}}} \]  

(7.3)

where we have invoked the assumptions that \(N_{\text{on}}\) and \(N_{\text{off}}\) are independent and Poisson-distributed variables, thus their standard deviations are simply equal to the square roots of the number of events. The significance is then defined as

\[
S = \frac{N_{\text{excess}}}{\Delta N_{\text{excess}}} = \frac{N_{\text{on}} - \alpha N_{\text{off}}}{\sqrt{N_{\text{on}} + \alpha^2 N_{\text{off}}}}. \]  

(7.4)

Significances calculated this way have the problem that they tend to deviate substantially from the expected normal distribution when \(\alpha \neq 1\). Li and Ma [81] have shown that using a likelihood ratio hypothesis test for estimating the expected number of source and background counts and computing the significance results in Equation 7.1, which fares far better than Equation 7.4 in giving normally distributed significances for a wider range of \(\alpha\) values. It is for that reason that Equation 7.1 is the standard in the field for significance calculation.

### 7.3 Periodicity Tests

Testing for periodicity amounts to rejecting the hypothesis that no periodic signal is present, i.e., that the data are well described by a constant. One could test for periodicity quite simply using a \(\chi^2\) test by creating a histogram of the data and minimizing the \(\chi^2\) statistic with a constant as the one degree of freedom. If the resulting \(\chi^2\) statistic is too large, the
null hypothesis can be rejected and a periodic signal claimed. However, the $\chi^2$ test suffers from the fact that the somewhat arbitrary choice of histogram binning will affect the fit results, and there is no clear way to define the optimal binning a priori. Fortunately, there exist *bin-free* methods that require no prior knowledge of an expected region of signal. The method employed in analyses described in this thesis is the $H$-test [40], which is built upon the $Z^2_m$-test statistic [82].

### 7.3.1 The $H$-Test

Most tests for periodicity that were proposed before the introduction of the $H$-test are only suitable for detecting certain light curve shapes when statistics are sparse (i.e., the sensitivity of these tests is strongly profile-shape-dependent). The $H$-test offers an improvement upon these other tests by achieving the highest flux sensitivity for a larger range of pulsar light curves. In particular, the $H$-test improves upon the previously mentioned $Z^2_m$ test primarily by allowing the harmonic number $m$ to be set to any integer value between 1 and 20, rather than a fixed choice typically of $m = 2$. Given the wide variety of such light curves now seen (especially in the gamma-ray band), the $H$-test is therefore the test of choice for bin-free periodicity searches.

Assume we have as input data a series of phases $\theta_i$, each of which has some value between 0 and $2\pi$. We want to test for a periodic signal in the data, which amounts to a test of uniformity on the circle, where $f(\theta)$ is the unknown real light-curve shape, and the null hypothesis can be stated:

$$f(\theta) = 1/2\pi.$$  \hspace{1cm} (7.5)

The “distance” between the real light curve shape $f(\theta)$ from the uniform distribution given in Equation 7.5 can be written:

$$\psi(f) = \int_0^{2\pi} (f(\theta) - 1/2\pi)^2 d\theta.$$  \hspace{1cm} (7.6)
We can use $\psi(f)$ as a test statistic for uniformity, but since $\psi(f)$ is unknown, we must estimate it. One reasonable choice of estimator is the Fourier Series Estimator (FSE) [83] $\hat{f}_m$ with $m$ harmonics:

$$\hat{f}_m(\theta) = \frac{1}{2\pi} \left( 1 + 2 \sum_{k=1}^{m} (\alpha_k \cos(k\theta) + \beta_k \sin(k\theta)) \right),$$  \hspace{1cm} (7.7)

where $\alpha_k$ and $\beta_k$ are the trigonometric moments

$$\alpha_k = \frac{1}{n} \sum_{i=1}^{n} \cos(k\theta_i) \text{ and } \beta_k = \frac{1}{n} \sum_{i=1}^{n} \sin(k\theta_i),$$  \hspace{1cm} (7.8)

and $n$ is the total number of observed phases. Using the FSE amounts to conducting a Fourier decomposition of the data in constructing our test statistic in Equation 7.6. Substituting $\hat{f}_m(\theta)$ from Equation 7.7 into Equation 7.6, one can show that $\psi(f)$ reduces within constants to the $Z_m^2$ statistic [82], which is given by

$$Z_m^2 = 2n \sum_{k=1}^{m} (\alpha_k^2 + \beta_k^2).$$  \hspace{1cm} (7.9)

The $Z_m^2$ statistic has the problem that the number of harmonics $m$ used in the decomposition is fixed (typically $m = 2$), which cripples its detection power for more sharply peaked pulse profiles [40].

The $H$-test improves upon the $Z_m^2$ statistic by allowing the number of harmonics to assume any value, specifically one that minimizes an estimator of the mean-integrated-squared error [83]. This leads to the definition of the $H$ statistic:\footnote{Minimizing the mean-integrated-squared error turns to finding a maximum in Equation 7.10 due to an arbitrary sign flip done in [83].}

$$H \equiv \max_{1 \leq m \leq 20} (Z_m^2 - 4m + 4),$$  \hspace{1cm} (7.10)

where $m$ is truncated at 20 for practical reasons following the suggestion of De Jager et al.
A probability distribution for the $H$ test derived based on Monte Carlo simulations for $H$ is best fit with an exponential function:

$$\text{Prob}(H > h) = ae^{-bh} \quad (7.11)$$

with parameters $a = 1.000$ and $b = 0.398$. In simple terms, Equation 7.11 gives the probability of observing a higher $H$ statistic, call it $H$, than the one calculated from your data, $h$. These probabilities can be converted into a significance by calculating the value such that a normal distribution integrated from said value to $\infty$ equals the probability (this must be solved numerically or looked up in a table).

### 7.4 Upper Limits from the $H$-Test Statistic

In Section 7.3.1, the properties of the $H$ test and the corresponding test statistic were presented. For a given value of the test statistic $H$, an upper limit on $N_{\text{excess}}$ can be calculated as shown by [84] at a desired confidence level. Call the excess counts upper limit $x$. In [84], it is shown that for a pulse profile with a single peak:

$$x_{2\sigma} = \sqrt{N}(1.3 + 8.7\delta)(0.174H)^{0.24+0.13\delta}\exp[(0.03 + 0.13\delta)(\log_{10}(0.174H))^2] \quad (7.12)$$

and

$$x_{3\sigma} = \sqrt{N}(1.5 + 10.7\delta)(0.174H)^{0.17+0.14\delta}\exp[(0.08 + 0.15\delta)(\log_{10}(0.174H))^2] \quad (7.13)$$

where $N$ is the total number of events, and $\delta$ is the “duty cycle,” i.e., the FWHM of the assumed Gaussian shape of the peak in the pulse profile. These equations are parametrizations of curves obtained from a Monte-Carlo simulation, which gives $x$ as a function of $H$ for the assumed $2\sigma$ and $3\sigma$ confidence level. The simulations were repeated for $\delta = 0.1,$
0.3, and 0.5. The above equations are only valid for $H > 0.3$; if $H \leq 0.3$, then $H$ is set to 0.3 and the upper limit calculation proceeds as normal\textsuperscript{2}. Converting the excess counts upper limit $x$ to a flux upper limit is then just a matter of dividing by the exposure time and effective area of the observation, as previously discussed in Section 6.3.6.

\textsuperscript{2}For a justification of this, see the Appendix in [84].
CHAPTER 8
THE GEMINGA PULSAR

This chapter is an adapted reproduction of a paper I have co-authored as a corresponding author with former colleague A. McCann (University of Chicago, McGill University) published in [7]. I provided the secondary analysis, where A. McCann acted as lead analyzer and author. The paper text was drafted by A. McCann, and I provided revision input as the coauthor at every step. Information already given in another section in this thesis has been removed for sake of avoiding redundancy.

8.1 Abstract

We present the results of 71.6 hours of observations of the Geminga pulsar (PSR J0633+1746) with the VERITAS very high-energy gamma-ray telescope array. Data taken with VERITAS between November 2007 and February 2013 were phase-folded using a Geminga pulsar timing solution derived from data recorded by the XMM-Newton and Fermi-LAT space telescopes. No significant pulsed emission above 100 GeV is observed, and we report upper limits at the 95% confidence level on the integral flux above 135 GeV (spectral analysis threshold) of $4.0 \times 10^{-13} \text{s}^{-1} \text{cm}^{-2}$ and $1.7 \times 10^{-13} \text{s}^{-1} \text{cm}^{-2}$ for the two principal peaks in the emission profile. These upper limits, placed in context with phase-resolved spectral energy distributions determined from five years of data from the Fermi-LAT, constrain possible hardening of the Geminga pulsar emission spectra above 50 GeV.

8.2 Introduction

Following the completion of the Compton Gamma Ray Observatory (CGRO) mission in 2000, seven gamma-ray pulsars were known to exist. A combined total of 37 photons
with energies exceeding 10 GeV were observed from five of these pulsars by the EGRET instrument on-board CGRO [85]. The Fermi Large Area Telescope (LAT) has now detected over 160 gamma-ray pulsars (see [86] for a review) and pulsar studies presented in the Fermi-LAT catalog of sources above 10 GeV (1FHL) have shown that 20 of these pulsars have Fermi-LAT detections above 10 GeV, with 12 also seen at energies above 25 GeV [87, 88]. One common feature exhibited by all known gamma-ray pulsars is the shape of the spectral energy distribution (SED), which can be described by a power law followed by a spectral break occurring between 1 and 10 GeV [6]. The 12 pulsars observed above 25 GeV are largely drawn from the brightest of the Fermi pulsars ($F_{>100\,\text{MeV}} > 1.6 \times 10^{-7}\,\text{s}^{-1}\text{cm}^{-2}$) and thus are sufficiently bright to be detected by Fermi at these energies even as their spectrum falls rapidly above the break. The most favored general description of gamma-ray emission from pulsars in the Fermi era postulates that electrons are accelerated in the outer magnetosphere. This acceleration is limited by the radiation of synchrotron and curvature photons, leading to spectral cut-offs. Outer-magnetospheric models (outer-gap or slot-gap models) that implement this emission framework can, in general, reproduce the pulsar light curves and SEDs measured by the Fermi-LAT.

Recently the Vela pulsar—the brightest known gamma-ray pulsar—has been detected at energies above 30 GeV by H.E.S.S. (refer to Section 3.2.2 for more information) and above 50 GeV in the Fermi-LAT data [36]. The Crab pulsar, however, remains the only pulsar known to emit above 100 GeV. The power-law extension of the Crab pulsar SED measured above the GeV break by VERITAS [3] and MAGIC [41, 89] cannot be easily explained by curvature emission from the outer magnetosphere [3, 46] unless the radius of curvature of the magnetic field line is larger than the radius of the light cylinder [90]. Some recent models attribute the pulsed very-high-energy (VHE; $E > 100$ GeV) emission from the Crab pulsar to inverse-Compton (IC) scattering originating in the outer magnetosphere [46, 91, 92] or to IC scattering from beyond the light cylinder [55, 93]. The question of
whether Crab-pulsar-like non-exponentially-suppressed VHE spectra are common in other gamma-ray pulsars, such as Geminga, has meaningful implications for our understanding of the physics of particle acceleration and emission from pulsars.

Located at a distance of $\sim 200$ pc [94, 44], the Geminga pulsar is the second-brightest steady GeV source in the gamma-ray sky and is the original “radio-quiet” pulsar. It has a period of 237 ms, a spin-down age of $3 \times 10^5$ yr and a spin-down luminosity of $3.26 \times 10^{34}$ erg s$^{-1}$ [95]. Originally detected as an unidentified source of $\sim 100$ MeV gamma-ray emission by the SAS-2 and COS-B instruments [96, 97], its nature as a pulsar was established following the detection of pulsed X-ray emission in data recorded by the ROSAT satellite [98]. Re-analysis of the COS-B and SAS-2 data, using the pulsar timing solution determined from the ROSAT data, confirmed the MeV source to be a gamma-ray pulsar [99, 100]. Analysis of the available EGRET data further confirmed the identification [45]. The pulsed X-ray source is composed of thermal radiation from hot-spots on the surface of the neutron star and non-thermal magnetospheric emission [101]. Detailed gamma-ray observations of the Geminga pulsar have been made with the EGRET, AGILE and Fermi space telescopes [102, 103, 104, 105]. Repeated radio searches have failed to find a radio-pulsar counterpart [106, 107] while optical and UV pulsations have been reported at the $3.5\sigma$ and $5\sigma$ level, respectively [108, 109].

The Geminga pulsar has been a target for ground-based very high-energy gamma-ray detectors for over two decades. Limits on the pulsed gamma-ray flux in the TeV regime at the $\sim 10\%$ Crab Nebula level have been reported by the Whipple, HEGRA and PACT collaborations [110, 111, 112], while the Ootacamund, Durham and Crimean groups have reported weak evidence ($\sim 3\sigma$ level) for pulsed emission at the $\sim 50$-100$\%$ Crab Nebula level [113, 114, 115]. Given the far higher sensitivity of current ground-based gamma-ray arrays, it seems likely that these reported excesses are due to statistical fluctuations. At multi-TeV energies, an unpulsed and spatially extended source attributed to the Geminga pulsar wind nebula [116] has been detected at the $\sim 20\%$ Crab Nebula level by the Milagro
water-Cherenkov telescope [117, 118]. Weak evidence (2.2σ) for this unpulsed source has also been reported at TeV energies by the Tibet air-shower array [119].

The phase-averaged differential photon flux of the Geminga pulsar, as measured by the Fermi-LAT in the range 0.1-50 GeV, is well described by a power law with an index of 1.3±0.01 at low energies, followed by a spectral break at ∼2.5 GeV [105]. Above the break energy, a sub-exponential cut-off in the spectrum is favored over a pure exponential or super-exponential shape, as is commonly seen in the bright Fermi pulsars [6]. [92] argues that above the spectral break, the spectrum can be described by a power law, a behavior similar to what has been measured by VERITAS and MAGIC in the Crab pulsar above the spectral break. Geminga is one of the 12 pulsars detected above 25 GeV in the 1FHL with the highest-energy photon attributed to the Geminga pulsar with a 95% confidence level having an energy of 33 GeV [88].

8.3 Observations

The VERITAS observations of Geminga presented here were made under clear, moonless skies between November 2007 and February 2013. After data-quality selection, the resulting observations span a total of 71.6 hours performed at an average elevation of 72°. The data set spans three different configurations of the VERITAS array: March 2007 to July 2009, the original array layout; August 2009 to July 2012, the layout following the relocation of one telescope; and August 2012 to present, following the upgrade of the VERITAS cameras and trigger system (see [66] for further details). The data were acquired in a mixture of ON and wobble (also known as false source) observation modes [77].
8.4 Data Analysis

8.4.1 Fermi-LAT Analysis

Fermi-LAT photon event times are folded using a timing model for Geminga derived from Fermi-LAT data provided by Matthew Kerr\textsuperscript{2} [120]. The resulting pulsar light curve, which is dominated by two emission peaks, labeled P1 and P2, connected by a “bridge” of enhanced emission, is plotted in Figure 8.1. The P1 and P2 peaks are fitted with asymmetric Gaussian functions above 5 GeV and 10 GeV, respectively. These energy cuts enable us to measure the width of the emission peaks at high energies while maintaining good statistics in each phase region. The $\pm 1\sigma$ regions around each peak (phases [0.072 - 0.125] for P1 and phases [0.575 - 0.617] for P2) are then used as gates for phase-resolved Fermi-LAT spectra and as signal regions for pulsed searches in the VERITAS data. To generate the LAT spectra, binned maximum-likelihood analyses are performed in 12 logarithmically spaced energy bands between 100 MeV and 100 GeV. In each energy band, a source model derived from the LAT 2-year point-source catalog [72] is fitted to binned counts maps in a $14^\circ \times 14^\circ$ region centered at the location of the Geminga pulsar. The normalization of the galactic diffuse model and the normalization of all sources within $4^\circ$ of Geminga are allowed to float, while all other parameters are fixed to the 2-year point-source catalog values. In each energy band, Geminga is modeled as a point source with a power-law spectrum, floating normalization, and a differential photon flux index fixed to the value 2. In addition, binned likelihood analyses are performed across the entire 100 MeV to 100 GeV energy range with the same prescription as above, with the differential photon flux of Geminga modeled as a power law multiplied by an exponential cut-off:

$$\frac{dF}{dE} = A \left( \frac{E}{E_0} \right)^{-\Gamma} e^{-\left( \frac{E}{E_{\text{brk}}} \right)}$$

\textsuperscript{2}www.slac.stanford.edu/~kerrm/fermi_pulsar_timing/
where the normalization ($A$), index ($\Gamma$) and break energy ($E_{\text{brk}}$) values allowed to float. The $E_0$ parameter is fixed to the value 615.7 MeV, which is the decorrelation energy value for Geminga reported in the LAT 2-year point-source catalog [72]. Finally, and in order to probe a possible power-law shape of the emission above the break, binned likelihood analyses are performed between 10 and 100 GeV, modeling the Geminga spectrum as a power law with floating normalization and index. The SEDs for P1 and P2 derived from these likelihood analyses, where the relevant cut on phase is applied to all events prior to performing the likelihood fits, are plotted alongside the phase-averaged SED (where no phase cut is applied) in Figure 8.2. For each likelihood fit, residual maps are generated between the measured counts map and corresponding best-fit model map, and are found to show good agreement between the data and model.

8.4.2 VERITAS Analysis

For details on the VERITAS analysis chain, please refer to Section 6.3.

After event selection, the event GPS times are converted to barycentric dynamical time and phase-folded using Tempo2. VERITAS events recorded prior to the launch of Fermi are folded using a timing solution derived from XMM-Newton observations of the Geminga pulsar (provided by E. Gotthelf; private communication). VERITAS events recorded after the launch of Fermi are folded using the Fermi-LAT timing solution described in Section 3.1. The value of the timing parameter $T_{\text{ZRMJD}}$ in the XMM-Newton model is adjusted to ensure the definition of phase zero is consistent between the two timing solutions.

VERITAS events that fall within the P1 and P2 phase gates are counted as signal-plus-background events, with background-only events selected from the phase region [0.7 - 1.0]. In addition, an $H$-Test for periodicity [40] is also performed on the VERITAS events.

---

3We note that, in this framework, VERITAS is not sensitive to the absolute flux level of the Geminga pulsar but to the difference in the flux level between the peak phase regions and the chosen background phase region. In contrast, the likelihood fitting employed in the Fermi-LAT analysis is sensitive to constant emission components. The Geminga pulsar flux above 100 MeV in the 0.7 to 1.0 phase range is $\lesssim 10\%$ of the flux level measured during the peak phases [105], thus any constant emission component is constrained to be at or below this level. Therefore any mismatch between the Fermi-LAT and VERITAS flux scales arising...
Figure 8.1: The phase-folded light curve of the Geminga pulsar as measured by the Fermi-LAT. The Fermi light curve contains all events that fell within a 2° radius centered on the position of the Geminga pulsar. The energy-dependent evolution of the light curve is in clear agreement with the light curves presented in [87] and [88]. The P1 and P2 emission peaks were fitted with asymmetric Gaussian functions above 5 GeV and 10 GeV, respectively. These fits, which are plotted as smooth black curves in panel (b), were used to define the signal regions for the P1 and P2 spectral analyses. These phase regions, [0.072 - 0.125] for P1 and [0.575 - 0.617] for P2, are indicated as vertical dashed lines. The background-event sample for the VERITAS analysis was selected from the phase range [0.7 - 1.0]. There is no evidence of pulsed emission above 100 GeV at any phase in the VERITAS data plotted in panel (c).
Figure 8.2: Measured SEDs and flux upper limits for the Geminga pulsar. Measurements of the Crab Nebula and pulsar are plotted for comparison. The Geminga limits and fluxes shown for PACT, Crimea, HEGRA, Whipple and Ootacamund were derived from the integral values reported by those experiments, assuming a power law with index 2.5 in each case.
All steps in the VERITAS analysis chain are cross checked and verified with an independent analysis pipeline\(^4\). Due to the method of background estimation, the VERITAS analysis presented here is not sensitive to unpulsed gamma-ray emission that might originate from the pulsar magnetosphere or the pulsar wind nebula. An analysis tuned for this type of unpulsed and possibly spatially extended emission is ongoing and will be presented in a future publication.

### 8.5 Results

#### 8.5.1 Light curve

Our results from the analysis of 5.2 years of *Fermi*-LAT data (see Figure 8.1) are consistent with those previously reported by [105], [87], and [88]. The light curve clearly evolves with energy, with the P2 peak remaining visible at energies above 10 GeV, while the P1 peak and the “bridge” are diminished. Above 100 GeV, there is no evidence for pulsed emission. The VERITAS phase data plotted in Figure 8.1c have an $H$-Test value of 1.8, which has a probability of randomly occurring equal to 0.49. A $\chi^2$-fit of the binned phase data for constant counts has a $\chi^2$/n.d.f value of 45.95/39 and a fit probability of 0.2, indicating that the phase distribution is entirely consistent with a random distribution.

#### 8.5.2 Spectrum

The spectral analysis of 5.2 years of *Fermi*-LAT data (see Figure 8.2) are consistent with those previously reported by the *Fermi*-LAT team [105, 6]. The phase-averaged SED, and the SEDs for P1 and P2, are all well described by power laws with spectral breaks occurring between 1.8 and 2.8 GeV (see Table 8.1 for the best-fit values returned from the maximum-likelihood analysis). Above the break, the SED data points lie above the best-fit exponential cut-off function derived from the likelihood analysis and appear more

---

\(^4\)Both analysis pipelines were used for the Crab pulsar data analysis presented in [3].
Table 8.1: Results from maximum-likelihood fits to the Fermi-LAT data. Between 100 MeV and 100 GeV the differential photon flux of Geminga was modeled as a power law multiplied by an exponential cut-off as defined in Equation 1. Between 10 GeV and 100 GeV, the differential photon flux of Geminga was modeled as a pure power law with the normalizing $E_0$ parameter fixed to 5 GeV. The quoted uncertainties are statistical only. The systematic uncertainty on the estimation of pulsar spectral values was studied by the Fermi-LAT collaboration in [6] and found to be, on average, 14% for $\Gamma$ and 4% for $E_{\text{brk}}$.

<table>
<thead>
<tr>
<th>Peak</th>
<th>100 MeV &lt; $E$ &lt; 100 GeV</th>
<th>10 GeV &lt; $E$ &lt; 100 GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A$</td>
<td>$\Gamma$</td>
</tr>
<tr>
<td>P1</td>
<td>3.60±0.04</td>
<td>1.27±0.01</td>
</tr>
<tr>
<td>P2</td>
<td>3.72±0.02</td>
<td>1.03±0.10</td>
</tr>
<tr>
<td>Phase-averaged</td>
<td>22.60±0.07</td>
<td>1.23±0.01</td>
</tr>
</tbody>
</table>

compatible with a pure power-law function, as was previously noted by [92] (see the dashed lines in Figure 8.2). The last bin in the P1 SED with a significant detection (likelihood test statistic >12) is between 10 GeV and 17 GeV, while the P2 and phase-averaged SEDs have significant flux detected up to 56 GeV. We report upper limits on the Geminga flux at the ~1% Crab Nebula level from the Fermi-LAT data in the 50–100 GeV energy range.

In the VERITAS data above ~100 GeV, the number of events falling in the P1 and P2 signal regions is fully consistent with background only (see Table 8.2). Using the method of [121], the upper limit on the number of excess counts at the 95% confidence level is calculated. This upper limit divided by the duration of the observation and effective area of VERITAS yields the upper limit on the integral flux from the Geminga pulsar. For the integral flux upper limit calculation, a power law with a spectral index of 3.8 is assumed, which is the same index value measured by VERITAS in the Crab pulsar above 100 GeV [3]. The resulting 95% confidence level upper limits are $4.0 \times 10^{-13}$ s$^{-1}$ cm$^{-2}$ and $1.7 \times 10^{-13}$ s$^{-1}$ cm$^{-2}$ on the integrated flux above 135 GeV$^5$ for P1 and P2, respectively. Above 550 GeV, the 95% confidence level upper limits are $5.1 \times 10^{-14}$ s$^{-1}$ cm$^{-2}$ and $3.9 \times 10^{-14}$ s$^{-1}$ cm$^{-2}$ for P1 and P2, respectively. The corresponding energy fluxes,

$^5$While this VERITAS analysis is sensitive to photons above ~100 GeV in a search for pulsations, the threshold for spectral analysis is 135 GeV, and therefore upper limits are quoted above this energy.
Table 8.2: VERITAS event counts in the signal and background phase ranges. $\alpha$ is the ratio of the size of the signal phase gate to the background phase gate. The significance values were calculated using Equation 17 from [81].

<table>
<thead>
<tr>
<th>Peak</th>
<th>#Signal</th>
<th>#Background</th>
<th>$\alpha$</th>
<th>#Scaled Background</th>
<th>#Excess</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>284</td>
<td>1578</td>
<td>0.176</td>
<td>278.9</td>
<td>5.0</td>
<td>0.28$\sigma$</td>
</tr>
<tr>
<td>P2</td>
<td>211</td>
<td>1578</td>
<td>0.141</td>
<td>223.7</td>
<td>-12.7</td>
<td>-0.80$\sigma$</td>
</tr>
<tr>
<td>P1+P2</td>
<td>495</td>
<td>1578</td>
<td>0.318</td>
<td>502.6</td>
<td>-7.6</td>
<td>-0.29$\sigma$</td>
</tr>
</tbody>
</table>

expressed in erg s$^{-1}$ cm$^{-2}$, are plotted in Figure 8.2.

8.6 Discussion and Conclusion

Following a 71.6 hour exposure, we observe no significant pulsed emission from the Geminga pulsar above 100 GeV. The VERITAS 95% confidence level integral flux limits on the emission from the P1 and P2 phase ranges limit any putative hard emission component above 135 GeV to be at or below the $\sim$0.25% Crab Nebula level. The spectral data points derived from the analysis of 5.2 years of Fermi-LAT observations are compatible with a power law up to the break energy, but fall more slowly than what would be expected from a simple exponential cut-off. It can be shown that the rounder, sub-exponential shape, seen above the break in the phase-averaged SED, can be reproduced by a superposition of several exponential cut-off functions with different break energy [37, 36]. Such a shape is expected in multizone curvature-radiation models, when multiple acceleration regions with different break energies combine to produce the observed emission. Only at energies sufficiently above the maximum break energy will the emission clearly fall exponentially.

Non-exponentially-suppressed emission above the GeV break energy, expected in inverse-Compton emission pulsar models, has yet to be conclusively observed with high significance in any pulsar other than the Crab pulsar. In Geminga above 10 GeV, we see that pure power laws with indices between 5.1 and 5.5 are compatible with the differential photon flux points and predict a level of emission below the VERITAS limits (see Table 8.1 and Figure 8.2 for more details). Similar results were found by [92]. A cursory inspection of
the Vela SED in [36] suggests that a power law with an index of $\sim 2.4$ ($\sim 4.4$ for the differential photon flux spectrum) is compatible with the data points between 10 and 100 GeV, though the authors show the SED is well fit by a multizone curvature emission model. Given this is the case for the two brightest gamma-ray pulsars, and given the low fluxes from most pulsars above a few tens of GeV$^6$, we conclude that power-law-type emission cannot be distinguished from the rounded exponential cut-off shape expected in multizone curvature-emission models with the available spectral data.

In the case of the Crab pulsar, and in several other cases where the GeV break energy requires an acceleration efficiency close to or exceeding unity [46], canonical curvature-radiation scenarios at the light cylinder are stressed. In the case of Geminga, applying Formula 1 from [92] and using the Geminga parameters from the ATNF Pulsar Catalog [14], we find that the maximal break energy for curvature radiation from the outer magnetosphere is $\epsilon_{br} = 2.53$ GeV. The phase-averaged break-energy value reported here, $2.33 \pm 0.02$ GeV, is consistent with this $\epsilon_{br}$. The P2 break energy, $2.78 \pm 0.04$ GeV, does exceed the maximal curvature break energy within the adopted outer-magnetospheric emission framework. We note, however, that $\epsilon_{br}$ is a function of the assumed neutron-star radius and surface $B$-field strength to the powers of $9/4$ and $3/4$, respectively. Changes in either of these parameters at the 5-10% level bring the derived $\epsilon_{br}$ into agreement with our measured value. However, the measured break energies in Geminga do require the acceleration efficiency to approach unity at the light cylinder in this radiation-reaction-limited curvature-emission framework. This, in addition to the compatibility of the power-law shape with the high-energy data, positions Geminga as a viable candidate for inverse-Compton emission. Assuming the Cherenkov Telescope Array (CTA) performs as expected [122], future observations with CTA should be able to firmly detect the steep power law extrapolated from the Fermi-LAT data at energies above 100 GeV in roughly one hundred hours.

$^6$Only 4 of the 117 pulsars described in the second Fermi-LAT catalog of gamma-ray pulsars [6] have a measured flux point above 30 GeV with an average flux in the 30–50 GeV range of $7.6 \times 10^{-11}$ s$^{-1}$ cm$^{-2}$. For the remaining pulsars undetected in this energy range, the average 95% confidence level flux upper limit is $4.9 \times 10^{-11}$ s$^{-1}$ cm$^{-2}$.  
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CHAPTER 9
THE SEARCH FOR VHE EMISSION FROM THE MISSING LINK BINARY
PULSAR J1023+0038

This chapter is an adapted reproduction of a paper I have published [8], along with other corresponding authors E. Aliu, M. Chernyakova, and M. S. E. Roberts. My responsibilities on this project comprised the following:

- Conducted all of the analysis presented herein
- Drafted and revised text throughout the paper
- Acted as lead author and led the paper through collaboration review to publication.

M. Chernyakova and M. S. E. Roberts were responsible for drafting the text in the Introduction and providing the theoretical interpretation given in Section 9.5. Much work was also done by E. Aliu before leaving the VERITAS collaboration, at which point I took over the paper.

The paper details both steady- and pulsed-flux searches for VHE gamma rays from the binary system containing the pulsar J1023+0038. Information already given in another section in this thesis has been removed for sake of avoiding redundancy.

9.1 Abstract

The binary millisecond radio pulsar PSR J1023+0038 exhibits many characteristics similar to the gamma-ray binary system PSR B1259–63/LS 2883, making it an ideal candidate for the study of high-energy non-thermal emission. It has been the subject of multi-wavelength campaigns following the disappearance of the pulsed radio emission in June 2013, which revealed the appearance of an accretion disk around the neutron star. We present the results
of very high-energy gamma-ray observations carried out by VERITAS before and after this change of state. Searches for steady and pulsed emission of both data sets yield no significant gamma-ray signal above 100 GeV, and upper limits are given for both a steady and pulsed gamma-ray flux. These upper limits are used to constrain the magnetic field strength in the shock region of the PSR J1023+0038 system. Assuming that very high-energy gamma rays are produced via an inverse-Compton mechanism in the shock region, we constrain the shock magnetic field to be greater than $\sim 2$ G before the disappearance of the radio pulsar and greater than $\sim 10$ G afterwards.

9.2 Introduction

Radio millisecond pulsars (MSPs) are old neutron stars that have been spun up to millisecond periods via accretion of material from a companion star in a low-mass X-ray binary (LMXB) [123]. In the past few years, new MSP discoveries have taken place at a greatly elevated rate due to searches for radio pulsars in unassociated Fermi-LAT-detected gamma-ray sources [124]. This new population of MSPs has enriched the known diversity of binary MSP companions. This is especially true for eclipsing systems, which were rarely seen outside of globular clusters: the “black widows” with very low-mass ($M \ll 0.1 M_\odot$) companions and “redback” systems with more massive ($M_\odot \gtrsim 0.1 M_\odot$), non-degenerate companions [125]. Some of these redbacks have been observed to transition between LMXB and MSP states, providing the first direct observational evidence to support the theory of the MSP formation mechanism. There are now three systems where transitions have been observed: PSR J1023+0038 [126] and XSS 12270–4859 [127, 128] in the Galactic plane, and PSR J1824–2452I [129], located in the globular cluster M28. Additionally, it has recently been suggested that the galactic binary 1RXS J154439.4–112820 may also be a transitional system [130].

Very high-energy gamma-ray emission from binaries containing MSPs has been predicted to occur through diverse mechanisms. [131] propose that leptons accelerated above
the polar cap can produce inverse-Compton or curvature radiation emission that could potentially be identified as gamma-ray pulsations at energies up to and above 100 GeV, similar to what has been observed from the young Crab pulsar [21, 3]. Additionally, leptons could be accelerated at the shock that appears as a result of the interaction between the pulsar wind and material ablated off of the companion. These leptons could then radiate VHE gamma rays via inverse-Compton scattering, which could be modulated with the binary orbital period. This emission scenario is thought to occur in the VHE-detected binary system PSR B1259–63/LS 2883, a radio pulsar in a ∼3.4 yr orbit around a massive, luminous Be star [132].

The theory of VHE gamma-ray emission from PSR B1259–63 [133] was first explored in the context of the original Black Widow Pulsar system [134], which is a binary comprising the 1.6 ms pulsar PSR B1957+20 in a 9.2 hr orbit around a ∼0.02 $M_\odot$ companion. However, no VHE emission has been detected from the Black Widow [62]. Searches for VHE emission from several globular clusters have been undertaken, since they are known to contain many of these eclipsing binary systems. Recently, H.E.S.S. has detected VHE emission from the direction of the cluster Terzan 5 [135], which is especially rich in eclipsing binary systems among globular clusters [136]. This emission is thought to originate in a bow shock region where interaction between leptons from MSP winds and the galactic medium occur [137]. However, searches for VHE emission from the globular clusters 47 Tuc [138], M5, M15 [139], and M13 [140, 141] have revealed no such emission. The aforementioned eclipsing binary systems in globular clusters can be seen as smaller-scale versions of PSR B1259–63, because their more massive, nearly Roche-lobe-filling companions provide much larger targets and more copious seed photons for inverse-Compton scattering than companions of black widows. With the discovery of nearby redbacks in the Galactic field, it is thought that a single, energetic Galactic-field redback could be brighter at VHE energies than the combined emission from many eclipsing systems in a distant cluster [125].
PSR J1023+0038 is a redback system containing a 1.69 ms MSP in a 4.8 hr orbit around a G star with a mass of $\sim 0.2M_\odot$ [126]. PSR J1023+0038 was selected as a promising candidate for VHE observations with VERITAS based on three parameters thought to be responsible for the VHE emission from PSR B1259–63: the high spin-down luminosity of the pulsar, the presence of an intense target photon field for inverse-Compton scattering provided by the companion, and the relatively small distance from Earth. Although the optical luminosity of the companion in PSR J1023+0038 is a factor of $\sim 10^4$ less than that for the companion of PSR B1259–63, this discrepancy is possibly compensated by the much smaller distance separating the pulsar and its companion in PSR J1023+0038, potentially making the energy density of seed photons at the shock comparable for the two systems. However, the PSR B1259–63 system has a circumstellar disk that the pulsar passes through at periastron [142], though PSR J1023+0038 shows no evidence of such a disk.

While the actual VHE emission will depend on the details of the flow and the magnetic field at the shock, the inverse-Compton emission should roughly scale as $F_{\text{IC}} \propto f(\dot{E}/d^2)u_{\text{ph}}$, where $d$ is the distance to the binary, $u_{\text{ph}} \sim (R_c/R_s)^2 \sigma T^4_c/c$ is the photon energy density at the shock, $R_c$ is the radius of the companion, $R_s$ is the radius of the shock measured from the companion, and $f$ is a geometrical factor representing the fraction of the pulsar wind involved in the shock. If the shock region of PSR J1023+0038 (and by extension other redbacks and black widows) is very near the surface of the companion, as proposed by [143], then $R_c/R_s \sim 1$, and $f$ is related to the angle subtended by the companion in the pulsar sky. In the extreme case of a shock only near the surface of the companion, $f$ is approximately 0.01 if the pulsar wind is isotropic, and $f$ is approximately 0.07 if the wind is confined to the equatorial plane. Based on this simple estimation, the expected TeV flux from PSR J1023+0038 would be on the order of $\sim 0.1 f$ that of PSR B1259–63 near periastron, where it has an observed flux $F(E > 1\text{TeV}) \sim 10^{-11}\text{cm}^{-2}\text{s}^{-1}$ [144]. We note that PSR J1023+0038 was selected for observations before the publication of the revised
estimates for the distance and spin-down power given in [145], in which case the estimated TeV flux would have been closer to $1 \times 10^{-8}$ that of PSR B1259–63.

Orbitally modulated X-ray emission has been observed from PSR J1023+0038, suggesting that the system contains shocked material [146], and the observed radio eclipses suggest that the shock region may be quite large. [147] found strong evidence of gamma-ray emission from the direction of PSR J1023+0038 in the high-energy (HE; $100\,\text{MeV} \lesssim E \lesssim 100\,\text{GeV}$) gamma-ray band using Fermi-LAT data. Given the observed steep spectrum of this emission ($\Gamma \sim 3$), the authors suggest that the gamma rays likely originate from the pulsar magnetosphere rather than the intrabinary shock. Indeed, [148] have reported a hint of pulsed HE gamma-ray emission from the pulsar magnetosphere with a statistical significance of $3.7\sigma$.

A sudden change of state in PSR J1023+0038 was reported to have occurred in June 2013 after the pulsed radio emission from the MSP was no longer detected [149], and optical evidence for an accretion disk in the system was found for the first time since December 2001 [150, 151]. The X-ray emission increased only moderately [152, 153], implying that accretion may still be inhibited due to the influence of the pulsar magnetosphere, although low-level X-ray pulsations, thought to be powered by accretion, have been detected [154]. All of this new behavior coincided with a five-fold increase in the HE gamma-ray flux from PSR J1023+0038 [155].

The similarities between PSR J1023+0038 and PSR B1259–63/LS 2883 motivated the first VERITAS observations of the PSR J1023+0038 in 2010. Follow-up observations took place after the system was reported to have transitioned to an accretion/LMXB state in 2013, prompted by the substantial increase in flux in the HE gamma-ray band observed with the Fermi-LAT. Here we report the results of these observations of PSR J1023+0038, the first ever made in the VHE band, covering the two different states of this exceptional transitional object.
Table 9.1: VERITAS analysis results for the location of PSR J1023+0038 for each of the two different binary states. The parameter $\alpha$ indicates the ratio of the ON- to OFF-source region exposure, and the LiMa significance is calculated using equation 17 in [81] (same as Equation 7.1 given in Section 7.2.).

<table>
<thead>
<tr>
<th>Binary State</th>
<th>On Events</th>
<th>Off Events</th>
<th>$\alpha$</th>
<th>Excess Events</th>
<th>LiMa Significance</th>
<th>95% CL flux UL (cm$^{-2}$s$^{-1}$)</th>
<th>95% CL flux UL (flux units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radio MSP</td>
<td>287</td>
<td>1815</td>
<td>0.17</td>
<td>-15.5</td>
<td>-0.8</td>
<td>$8.1 \times 10^{-13}$</td>
<td>$6.8 \times 10^{-13}$</td>
</tr>
<tr>
<td>Accretion/LMXB</td>
<td>72</td>
<td>422</td>
<td>0.17</td>
<td>1.7</td>
<td>0.2</td>
<td>$9.6 \times 10^{-13}$</td>
<td>$6.9 \times 10^{-13}$</td>
</tr>
</tbody>
</table>

9.3 VHE Gamma-Ray Observations

For details of the VERITAS array, please see Chapter 5.

The first observations of PSR J1023+0038 were made by VERITAS between 2010 December 8 and 2011 February 25 when the system was in the radio MSP state, resulting in 20 hr of live time available for analysis after data quality selection. Further observations took place in December 2013 for a total 10 hr of live time coinciding with the newly reported accretion/LMXB state of the system. The two sets of data were recorded in two different configurations of the VERITAS array: August 2009 to July 2012, with the original cameras and electronics; and August 2012 to present, following an upgrade to the telescope cameras and the trigger system (for details, see [66]). Data were taken on clear and moonless nights in wobble observation mode in which the telescope pointing is offset by $0^\circ.5$ from the position of PSR J1023+0038, alternating between the four cardinal directions to allow simultaneous accumulation of data and background [77]. The data span the zenith angle range of $31^\circ$ to $39^\circ$.

9.4 VERITAS Analysis and Results

9.4.1 Analysis

The data were analyzed using the standard analysis pipeline described in Section 6.3.
Table 9.2: $H$ statistic and integral pulsed VHE flux upper limit computed with the VERITAS data for the radio MSP state of PSR J1023+0038. Due to the unavailability of a valid pulsar timing solution for the accretion/LMXB state, no $H$ statistic or flux upper limit is given for VERITAS data collected during this state.

<table>
<thead>
<tr>
<th>PSR J1023+0038 State</th>
<th>$H$ statistic</th>
<th>95% CL pulsed VHE flux UL (cm$^{-2}$ s$^{-1}$)</th>
<th>95% CL pulsed VHE flux UL (flux units; erg cm$^{-2}$ s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radio MSP</td>
<td>0.50</td>
<td>$1.5 \times 10^{-12}$</td>
<td>$2.0 \times 10^{-12}$</td>
</tr>
<tr>
<td>Accretion/LMXB</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

9.4.2 Search for a Steady Signal

A search for a VHE gamma-ray excess signal from the direction of PSR J1023+0038 is carried out independently for the two states of the system observed with VERITAS. None of these searches yield a significant excess over the estimated background from the location of PSR J1023+0038. Upper limits (ULs) on the integral flux above 300 GeV from PSR J1023+0038 for each state are set. The approach of [156] is used to determine these ULs at the 95% confidence level (CL) assuming a power-law source spectrum with a photon index of $\Gamma = 2.5$. The 95% CL ULs are $8.1 \times 10^{-13}$ and $9.6 \times 10^{-13}$ cm$^{-2}$ s$^{-1}$, respectively. For more information, refer to Table 9.1.

Given that PSR J1023+0038 shows orbital modulation in the X-ray band, a search for VHE gamma-ray emission at different orbital phases is also performed. The data are divided into ten phase bins and undergo the same standard analysis as described in Section 9.4.1. For both the radio MSP state and the accretion/LMXB state, no significant excess is found in any of the orbital bins.

9.4.3 Search for Pulsations

A search for pulsed gamma-ray emission in the VHE band from the position of PSR J1023+0038 is performed in two parts using data recorded by VERITAS during time periods in which the radio MSP was active and after the disappearance of the MSP and re-emergence of an accretion disk (accretion/LMXB state). After applying the background-
rejection and data quality cuts outlined in Section 9.4.1, photon arrival times are barycentered and phase folded to the pulsar period in the Tempo2 software package [68] using a PSR J1023+0038 Jodrell Bank timing solution derived from radio data spanning MJD 55540 to 55644 (2010 December 10 to 2011 March 24). Details on the creation of the Jodrell Bank radio timing solution can be found in Section 3 of [148]. Since the pulsar timing solution used is no longer valid during the accretion/LMXB phase, only results from the radio MSP state are shown. The phase-folded light curve of PSR J1023+0038 is shown in Figure 9.1. De Jager’s $H$ test is employed to compute $H$ statistics that reflect the likelihood of the presence of a periodic signal in the light curve [40]. Application of the $H$ test does not yield any evidence of periodicity in the VHE gamma-ray data. Subsequently, integral flux limits above an energy threshold of 166 GeV are computed with the method of [84] assuming a pulsar duty cycle of 10%, a Gaussian pulse shape, and a spectral index of 3.8 (the same index measured by VERITAS for the Crab pulsar in [3]). $H$ statistics and integral VHE flux limits are given in Table 9.2.

Figure 9.1: Light curve of events phase folded with the Jodrell Bank radio timing solution for the radio MSP state. The light curve shows two pulsar periods and contains 30 bins per period. The dashed and dotted red lines represent the average number of counts and error on the average, respectively.
9.5 Discussion and Conclusion

During the last decade, PSR J1023+0038 has been intensively investigated in different energy bands. In this paper we have reported two sets of VERITAS observations, taken during the radio MSP state and the accretion/LMXB state, that have both yielded upper limits on a VHE gamma-ray flux. While the beginning of the accretion phase was marked by a sharp rise of the luminosity both in X-rays and HE gamma rays as observed by Swift and the Fermi-LAT [149, 157], the source was not detected by VERITAS. In the following, we discuss the constraints that can be placed on the physical properties of PSR J1023+0038 with the VERITAS upper limits. First we will discuss the system when PSR J1023+0038 exhibited detectable radio pulses, and then will investigate what changed after the reappearence of the accretion disk.

9.5.1 Millisecond Pulsar Phase

During the millisecond pulsar phase, radio emission from PSR J1023+0038 was characterized by highly frequency-dependent eclipses at superior conjunction accompanied by short, irregular eclipses at all orbital phases [126]. Assuming a pulsar mass $M = 1.4 M_\odot$ and an orbital inclination $i \sim 46^\circ$, it has been shown that the line of sight between the pulsar and the Earth does not intersect the Roche lobe of the companion at any point of the orbit [126]. Therefore, the eclipses must be caused by material driven off the surface of the companion by the impinging pulsar wind.

The V magnitude of the system is orbitally modulated, reaching a minimum during the inferior conjunction of the companion star [158]. Such behavior is consistent with a Roche-lobe-filling companion near $T_{\text{eff}} = 5650$ K being illuminated by a pulsar with an isotropic luminosity of $\sim 2L_\odot$.

Orbitally modulated X-ray emission from PSR J1023+0038 was observed by the XMM-Newton and Chandra X-ray observatories in 2004, 2008, and 2010 [159, 146, 143]. In
Figure 9.2: Broadband spectrum of PSR J1023+0038 during the millisecond pulsar phase. Thick blue bars show the detection of the X-ray emission by XMM-Newton in 2008 [146] and the Fermi-LAT GeV detection [147]. The black solid line represents synchrotron emission in a 40 G magnetic field, and the black dashed line represents the component due to inverse-Compton scattering of optical photons. The solid and dashed green lines represent those same components in the case of a 2 G magnetic field. The red dashed line represents a typical power-law model with an exponential cut-off spectrum of a GeV millisecond pulsar. The arrow represents the VERITAS flux upper limit reported in this work.

[146], it is shown that in the energy range 0.25–2.5 keV, the X-ray emission is also modulated at the 1.6 ms rotational period of the MSP with a mean-squared pulsed fraction of 0.11(2). X-ray emission observed with the Swift-XRT in the 0.3–8 keV energy range suggests a dominant non-thermal synchrotron component originating at the intrabinary shock. In the case of a magnetically dominated wind (with a ratio of magnetic energy to kinetic energy $\sigma \gg 1$), the shock should occur in a relatively strong magnetic field ($B \sim 40$ G) due to the small separation between the pulsar and the companion [143]. In [143] it is shown that the depth and duration of the X-ray eclipses imply that the intrabinary shock is localized close to the L1 Lagrangian point and has a size of about $R \sim 5 \times 10^{10}$ cm. NuSTAR
has detected a power law throughout the 3–79 keV band with an estimated luminosity of \(7.4 \times 10^{32} \text{ erg s}^{-1}\) [160]. If the estimate of the shock size by [143] is correct, then a very large fraction of the energy in the shocked portion of the wind must be converted to X-ray emission, which supports the high \(\sigma\) scenario. In [146] it is also noted that emission from the pulsar magnetosphere can contribute to the non-thermal X-ray emission, but the orbital modulation indicates that this component is not dominant.

In addition to the aforementioned non-thermal emission, there also is a faint thermal component possibly originating from the hot polar caps of the pulsar and optically thin thermal plasma responsible for the radio eclipses. There is no evidence in X-ray data for a wind nebula associated with the pulsar. The observed X-ray luminosity in the 0.5 – 10 keV energy range of \(L_X \sim 10^{32} \text{ erg s}^{-1}\) (assuming a distance of 1.4 kpc [161]) is much less than the spin-down luminosity: \(L_{\text{sd}} \simeq 3.2 \times 10^{34} \text{ erg s}^{-1}\) [148].

The broadband spectrum of PSR J1023+0038 from X-rays to VHE gamma rays is shown in Figure 9.2. While the X-ray data can be described by synchrotron emission from relativistic electrons exhibiting a power law with an exponential cut-off spectral shape, \(dN/dE \propto E^{-2.52}\exp(-E/E_{\text{cut}})\), the GeV data are not readily fitted with the same component. However, since the X-ray and GeV gamma-ray data are not strictly contemporaneous, spectral variability cannot be ruled out. The situation is similar if the observed GeV emission is produced in the pulsar magnetosphere. The typical spectral shape of the GeV millisecond pulsars is a power law with an exponential cut-off, e.g. [162]; see the red dashed line in Figure 9.2 for a best fit to the Fermi-LAT data [147]. This spectral shape is thought to be a result of curvature acceleration in a gap region in the magnetosphere [131]. More data are needed to distinguish between a synchrotron or curvature radiation origin of the GeV emission, although neither predicts emission above 10 GeV.

Synchrotron photons can inverse-Compton scatter on relativistic electrons and become VHE photons. The ratio of the total power radiated by the synchrotron radiation and by inverse-Compton scattering by the same distribution of electrons is equal to \(\eta = \frac{(dE/dt)_{\text{syn}}}{(dE_e/dt)_{\text{IC}}}\).
The value for $\eta$ reaches a maximum in the Thomson limit in which $\eta_T = \frac{B^2/8\pi}{U_{\text{rad}}}$, where $U_{\text{rad}}$ is the energy density of the synchrotron photons. It turns out that for PSR J1023+0038, the total energy of scattered photons is much smaller than the total energy of the synchrotron photons even in the Thomson limit where

$$\eta_T \sim 600 \frac{(B/40\text{G})^2(R/5 \times 10^{10}\text{cm})^2}{L/10^{32}\text{erg/s}}.$$  \hspace{1cm} (9.1)

An additional potential source of VHE emission is external inverse-Compton scattering of soft photons from the optically bright companion with an effective temperature of $T = 5650\text{ K}$ [158]. This inverse-Compton component is shown in Figure 9.2 as a black dashed line. Given the assumed value of the magnetic field, $B = 40\text{ G}$, the component lies well below the VHE flux upper limit. However, for a lower magnetic field strength, the difference between the peak flux values of the synchrotron and inverse-Compton components will become smaller, allowing VERITAS observations to set a lower limit on the magnetic field strength. As shown by the green lines in Figure 9.2, the case of a 2 G magnetic field gives close to the peak inverse-Compton flux allowed by the upper limit derived from the VERITAS data.

Note that for a 2 G magnetic field, $\eta_T$ defined by Equation 9.1 is close to unity. However, X-ray photons will be up-scattered in the Klein-Nishina regime, and in this case the total energy of scattered photons is much smaller than in the Thomson regime:

$$\eta_{\text{KN}} = \frac{B^2/8\pi}{\frac{9}{32}U_{\text{rad}} \gamma^2 \hbar^2 \omega_0^2/(m_e c^2)^2} \sim \frac{\eta_T}{2000}$$  \hspace{1cm} (9.2)

for 1 keV photons scattered into the VHE band by electrons with $\gamma = 10^4$ [163]. Although lower-energy photons are scattered in the transition regime between the Thomson and Klein-Nishina regimes, their energy density is much lower than that of the X-ray photons, and so the self-scattering process is not important in this case either.
Figure 9.3: Broadband spectrum of PSR J1023+0038 after the reappearance of the accretion disk. The thick blue bar shows the X-ray emission detected by Swift in November 2013 [157]. Black triangles represent the Fermi-LAT HE gamma-ray detection in 2013 [157]. The arrow shows the VERITAS upper limit for the accretion/LMXB state, as reported in this work. Solid and dashed lines correspond to the synchrotron and inverse-Compton emission coming from the shock for the case of a 10 G (green lines) and 80 G (black lines) magnetic field. The spectral signature of inverse-Compton scattering of photons emitted by the accretion disk on the unshocked electrons is shown with a red dash-dotted line.

9.5.2 Accretion Phase

The reappearance of the accretion disk in June 2013 was accompanied by the disappearance of radio pulsations and an increase of the X-ray and HE gamma-ray luminosities. Accreting binary systems are not typically bright in the GeV domain. The only two binaries detected by the Fermi-LAT in which the presence of an accretion disk is certain are Cyg X-3 and Cyg X-1 [164, 165], and in both cases the HE emission is not believed to come from the disk, but rather to be generated in the relativistic jet. The formation of a jet in PSR J1023+0038 has not been observed in VLBI imaging, although variable point-source emission has been seen [145]. Further, it appears that the X-ray pulsations, indicating accretion onto the
neutron star surface, are intermittent [154]. Therefore it could be the case that, as discussed by [157, 166, 167, 168], the rotation-powered MSP is still at least partially active in PSR J1023+0038, and the complete disappearance of the pulsations is due to absorption by matter evaporating from the accretion disk. In this case, the principal differences from the radio MSP state discussed in the previous section would be a) the presence of additional soft photons emitted by the accretion disk and b) the shift of the shock closer to the pulsar due to the inward pressure of the disk.

The presence of additional photons from the accretion disk leads to an increase of the HE luminosity as a result of scattering of those photons on the unshocked electrons of the pulsar wind [157]. The result of the scattering of the UV photons with temperature $T = 10 \text{ eV}$ on the cold relativistic electrons with Lorentz factor $\gamma = 10^4$ is shown in Figure 9.3 with a red dash-dotted line. The shift of the shock closer to the pulsar up to a distance $r = 5 \times 10^{10} \text{ cm}$ [157] will lead to the increase of the magnetic field by a factor of two in comparison to the field strength discussed in the previous section if the magnetic field is dominated by that in the pulsar wind. The resulting synchrotron and inverse-Compton emission from the shocked electrons generated in the region with $B = 80 \text{ G}$ is shown in Figure 9.3 with black solid and dashed lines, respectively. The VERITAS upper limit clearly shows that the field in the region cannot be much smaller than $10 \text{ G}$ (green lines in Figure 9.3). Thus the VERITAS observations before and after the source state change put limits on the minimum value of the magnetic field in a compact, synchrotron-emitting region, regardless of the precise mechanism of the charge acceleration or the source of the magnetic field.

We note that [168] have proposed pulsar magnetic field threading of the accretion disk down to the corotation radius of PSR J1023+0038 ($\sim 24 \text{ km}$) as a field source for the synchrotron emission. Were this the case, the strength of the magnetic field could be much larger.

The VERITAS limits support the conclusion of the magnetically-dominated pulsar wind
discussed in [143]. However, in both the MSP and accretion/LMXB states, there are alternative sources of magnetic fields that should be considered, namely that of the companion in both cases and that of the accretion disk itself in the second case. Assuming that the companion is tidally locked, observations of rapidly-rotating, low-mass stars suggest a surface magnetic field strength on the order of 1 kG [169]. The observed orbital variations may also indicate a strong, subsurface magnetic field in the companion [148].
CHAPTER 10
THE FOURTEEN PULSARS APPEARING IN ARCHIVAL VERITAS DATA

This chapter details a search for very high-energy pulsed emission from 14 pulsars incidentally appearing in archival VERITAS data. This chapter forms the basis of a VERITAS publication draft to be submitted late 2017 / early 2018. I will lead the paper and be the primary corresponding author. The analysis presented here was done in collaboration with J. Tyler (McGill University).

10.1 Introduction

Of the total population of all known pulsars, the so-called “young” pulsars are a distinct subset defined by having characteristic age $\tau < 10^9$ yr and spin period $P > 30$ ms as seen on the $P - \dot{P}$ diagram (see Figure 2.1). The young pulsar population includes the highest spin-down-power ($\dot{E}$) pulsars and those with the highest surface magnetic field strengths. All of the young pulsars known to emit gamma-rays are rotation powered [6]; i.e., almost all of the observed radiation is a consequence of rotation\(^1\). Of the $\sim$200 currently known gamma-ray pulsars\(^2\), a little over half are classified as young.

Since the unexpected detection of the Crab pulsar in VHE gamma rays by VERITAS [3] and MAGIC [21, 4], one of the principal unanswered questions in VHE astrophysics has been whether or not the Crab pulsar is the sole VHE-emitting pulsar. The VHE spectrum of the Crab pulsar was recently measured to be consistent with a pure power law up to 1.5 TeV [4] by MAGIC, which has allowed stringent constraints to be made on the mechanism and location of the particle acceleration responsible for the emission (see Chapter 3).

\(^1\)By contrast, the accretion-powered pulsars and the magnetars, which display radiation due to accretion and magnetic field decay respectively, and are not treated in this thesis.

\(^2\)https://confluence.slac.stanford.edu/display/GLAMCOG/Public+List+of+LAT-Detected+Gamma-Ray+Pulsars
In the time since the detection of the Crab pulsar, the Vela pulsar has been recently detected at energies up to \(\sim 100\,\text{GeV}\) by H.E.S.S. II [50] with a 10–100 GeV spectrum compatible with a pure power law, though the presence of curvature cannot be ruled out. Both the Crab and Vela pulsars are members of the young gamma-ray pulsar population, and both are very highly ranked in \(\dot{E}/d^2\), taking the number one and two spots of all known gamma-ray pulsars. Given that the Crab and Vela are the only pulsars known to emit at these high energies, a natural starting point for a search for more pulsars in the VHE band is to sort observable pulsars according to \(\dot{E}/d^2\).

One of the dominant source classes detected at VHEs by IACT arrays are the pulsar wind nebulae (PWNe), which are powered by pulsars. Through PWN searches, the major IACT observatories have all accumulated a large amount of PWN data that can be probed for pulsed emission from the pulsar housed within, whether the nebula was detected or not. The majority of known gamma-ray pulsars of the highest ranks in \(\dot{E}/d^2\) are located in known PWNe detected in gamma-rays or other wavelengths, meaning that many of the top \(\dot{E}/d^2\) pulsars have already been incidentally observed in VHE data.

Pulsars treated in this project that VERITAS has observed while primarily targeting a PWN or supernova remnant (or other object with a pulsar in the same instrument FoV) are listed in Table 10.1, along with some properties of the pulsars. There are 14 total pulsars, which are hereafter referred to as the \textit{archival pulsars}. This list contains eight of the top twelve pulsars located in the northern-hemisphere sky visible to VERITAS when ranked in \(\dot{E}/d^2\). Two of the top twelve are the Crab and Geminga pulsars, which have already been observed by VERITAS [3, 7].

A brief synopsis of a few of the pulsars studied here is given in the following.

- PSR J0007+7303 is a radio-quiet pulsar [180] associated with the supernova remnant CTA 1, which is detected in VHE gamma rays above 500 GeV [181]. It is bright at

\[^{1}\text{i.e., pulsars can be ranked by weighting their total power output (}\dot{E}\text{) with distance assuming the flux falls as }1/d^2\text{.}\]
Table 10.1: Table of the pulsar properties. The right ascension and declination (J2000) values given in columns 2 and 3 used in analysis are taken from the timing solutions. Columns 4 and 5 give the pulsar period $P$ and time derivative of the period $\dot{P}$. The spin-down powers ($\dot{E}$) are given in column 6, and the pulsar distances or distance limits are given in column 7. Column 8 lists the ranking in $\dot{E}/d^2$ for the northern hemisphere, and the final column gives the VERITAS exposure time for the pulsar. Values for $P$, $\dot{P}$, and $\dot{E}$ have been taken from the 2PC [6], unless otherwise noted. Where a distance upper limit is quoted, the limit is the distance to the Galaxy’s edge as calculated in [6].

<table>
<thead>
<tr>
<th>Pulsar</th>
<th>R.A. (°)</th>
<th>Dec. (°)</th>
<th>$P$ (s)</th>
<th>$\dot{P}$ ($10^{-15}$)</th>
<th>$\dot{E}$ ($10^{34}$ erg s$^{-1}$)</th>
<th>Distance (kpc)</th>
<th>$\dot{E}/d^2$ Rank</th>
<th>VERITAS Exposure (hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J0007+7303</td>
<td>1.7565</td>
<td>73.0522</td>
<td>315.9</td>
<td>357.</td>
<td>44.8</td>
<td>1.4 ± 0.3 [170]</td>
<td>9</td>
<td>32.4</td>
</tr>
<tr>
<td>J0205+6449</td>
<td>31.4080</td>
<td>64.8286</td>
<td>65.7</td>
<td>190.</td>
<td>2644.</td>
<td>1.95±0.04 [171]</td>
<td>3</td>
<td>22.2</td>
</tr>
<tr>
<td>J0248+6021</td>
<td>42.0776</td>
<td>60.3597</td>
<td>217.1</td>
<td>55.0</td>
<td>21.2</td>
<td>2.0 ± 0.2 [172]</td>
<td>11</td>
<td>45.9</td>
</tr>
<tr>
<td>J0357+3205</td>
<td>59.4680</td>
<td>32.0891</td>
<td>444.1</td>
<td>13.1</td>
<td>0.6</td>
<td>$0.5^{+0.4}_{-0.2}$ [173]</td>
<td>14</td>
<td>7.92</td>
</tr>
<tr>
<td>J0631+1036</td>
<td>97.8657</td>
<td>10.6165</td>
<td>287.8</td>
<td>104.</td>
<td>17.3</td>
<td>1.0 ± 0.2 [174]</td>
<td>10</td>
<td>2.79</td>
</tr>
<tr>
<td>J0633+0632</td>
<td>98.4339</td>
<td>6.5418</td>
<td>297.4</td>
<td>79.6</td>
<td>11.9</td>
<td>&lt; 8.7</td>
<td>-</td>
<td>108</td>
</tr>
<tr>
<td>J1907+0602</td>
<td>286.9782</td>
<td>6.0374</td>
<td>106.6</td>
<td>86.7</td>
<td>282.</td>
<td>3.2 ± 0.3 [175]</td>
<td>8</td>
<td>39.1</td>
</tr>
<tr>
<td>J1954+2836</td>
<td>298.5798</td>
<td>28.6013</td>
<td>92.7</td>
<td>21.2</td>
<td>105.</td>
<td>&lt; 18.6</td>
<td>-</td>
<td>5.18</td>
</tr>
<tr>
<td>J1958+2846</td>
<td>299.6667</td>
<td>28.7653</td>
<td>290.4</td>
<td>212.</td>
<td>34.2</td>
<td>&lt; 18.5</td>
<td>-</td>
<td>13.9</td>
</tr>
<tr>
<td>J2021+3651</td>
<td>305.2726</td>
<td>36.8513</td>
<td>103.7</td>
<td>95.6</td>
<td>338.</td>
<td>$1.8^{+1.7}_{-1.4}$ [176]</td>
<td>4</td>
<td>58.2</td>
</tr>
<tr>
<td>J2021+4026</td>
<td>305.3781</td>
<td>40.4461</td>
<td>265.3</td>
<td>54.2</td>
<td>11.4</td>
<td>1.5 ± 0.4 [177]</td>
<td>12</td>
<td>20.6</td>
</tr>
<tr>
<td>J2032+4127</td>
<td>308.0548</td>
<td>41.4568</td>
<td>143.2</td>
<td>20.4</td>
<td>27.3</td>
<td>3.7 ± 0.6 [178]</td>
<td>15</td>
<td>47.9</td>
</tr>
<tr>
<td>J2229+6114</td>
<td>337.2720</td>
<td>61.2359</td>
<td>51.6</td>
<td>77.9</td>
<td>2231.</td>
<td>$0.80^{+0.15}_{-0.26}$ [179]</td>
<td>2</td>
<td>47.2</td>
</tr>
<tr>
<td>J2238+5903</td>
<td>339.6173</td>
<td>59.0624</td>
<td>162.7</td>
<td>97.0</td>
<td>88.8</td>
<td>&lt; 12.4</td>
<td>-</td>
<td>32.5</td>
</tr>
</tbody>
</table>
GeV energies and has the second-highest spectral cut-off energy among all gamma-ray pulsars in the 2PC [6].

- PSR J0205+6449 is associated with the PWN 3C 58, which is detected at VHEs above 400 GeV [182]. It has the third-highest $\dot{E}$ of any gamma-ray pulsar in the 2PC [6].

- PSR J0357+3205 is the slowest-rotating pulsar in the 2PC [6] (though now the second-slowest currently known\(^4\)) and also one of the nearest known pulsars at a distance of $\sim 0.5$ kpc [173]. It is notable for having a very long X-ray emission tail that extends 9' behind the pulsar [183]. Its estimated runaway velocity of 1900 km s$^{-1}$ makes it one of the highest-velocity pulsars known [14].

- PSR J2021+4026 is a radio-quiet gamma-ray pulsar [184] located within the radio shell of supernova remnant G78.2+2.1 [185]. The remnant has also been detected as an extended source at VHEs by VERITAS [186]. The flux above 100 MeV from the pulsar was seen to abruptly decrease by $\sim 20\%$ within less than one week, which coincided with a decrease in the pulsar period time derivative, $\dot{P}$. This is currently the only such observation of intermittent behavior (also called mode switching) seen for a pulsar at gamma-ray energies [187]. The sudden change in HE flux and $\dot{P}$ are possibly due to change in the emission beaming from a shift in the magnetic field structure [187].

- PSR J2032+4127 is a pulsar that was thought to be isolated but was recently found to be in a long-period ($P = 45–50$ yr [188]) binary system [189], orbiting a 15 $M_\odot$ Be star [190] companion. The pulsar is spatially coincident with the extended VHE gamma-ray source TeV J2032+4130, which would generally be interpreted as a PWN powered by the pulsar [191]. However, the binary nature of the system lends more

\(^4\)https://confluence.slac.stanford.edu/display/GLAMCOG/Public+List+of+LAT-Detected+Gamma-Ray+Pulsars
evidence that the system may be a gamma-ray binary, though this is still yet to be firmly confirmed. PSR J2032+4127 will start its periastron approach in November 2017 [188], with coordinated multi-wavelength coverage planned across the electromagnetic spectrum.

Searches have been conducted for pulsed emission from all 14 of the pulsars appearing in archival VERITAS data, which are the first such VHE searches for each pulsar ever done before. The remainder of this chapter is structured in the following way: in Section 10.2, details of the data selection are given; in Section 10.3, the Fermi-LAT and VERITAS analysis methods are summarized; Section 10.4 gives the results of the searches for VHE pulsed emission; and finally in Section 10.5 we discuss these results and offer short conclusion.

10.2 Data Selection

Given that the analysis for each pulsar is done on archival VERITAS data, the total set of available VERITAS data for each pulsar varies considerably. Locations of each pulsar were taken to be those provided in the corresponding timing solution, and these coordinates are given in Table 10.1. The data selected for analysis satisfy two criteria: a) an archival pulsar is within 1.5° of the center of the instrument FoV, and b) the date the data were taken falls within the window of validity of the corresponding Fermi-LAT pulsar timing solution. The total set of data spans all three epochs of the VERITAS array (as described in Section 5.4). The data then underwent a quality-selection process, with the sum of all VERITAS data analyzed here constituting a total exposure time of 483.8 hr. The exposure times for each individual pulsar are given in column 2 of Table 10.3.

A total of 7.6 yr of Fermi-LAT data for each pulsar were analyzed. Details of the Fermi-LAT data selection are given in Section 6.2.
10.3 Data Analysis

The data analysis methodology specific to the archival pulsar search project is the subject of this section. Where information that has already been provided in other sections in this thesis would be repeated, reference to the appropriate section is given instead.

High-energy gamma-ray spectra are derived from the Fermi-LAT data for each pulsar following the procedure outlined in the 2PC [120]. Further details of the Fermi-LAT spectral analysis are already covered in Section 6.2 and thus omitted here.

10.3.1 Pulsar Timing and Phase Gating for the VERITAS Analysis

The regions in the pulsar light curves where signal and background counting are done, also referred to as “phase gates,” were defined a priori using a method developed by colleague J. Tyler (McGill University). In short, the method utilizes pulsar light curves seen in the Fermi-LAT data to define the phase gates for the VERITAS search. The method attempts to define the gates in such a way that would maximize the detection significance of the VERITAS search, though there are two assumptions implicit in the method that should be stated:

- Assumption 1 – The potential VHE light curve will have the same features of the HE light curve seen in the LAT data (e.g. location and shape of the pulse peaks).

- Assumption 2 – The VHE flux of the pulsar in question is $\sim1\%$ of the Crab pulsar flux.

If the first assumption is not true, then the search for pulsed emission will be less sensitive\(^5\). However, any method for defining the phase gates for a discovery search comes down to what is essentially a guess, since only the Crab pulsar has been firmly detected at VHEs.

\(^5\)Or possibly not sensitive at all. For that reason, we also use the $H$ test to search for pulsed emission in case the phase gates are incorrectly defined. See Section 7.3.1.
The method for defining the phase gates for the search for pulsations from the archival pulsars comprises the following steps:

1. Determine signal and background event rates for the Crab Nebula using cuts optimized for a 1% Crab Nebula source.

2. Multiply by source exposure time to get $N_{\text{on}}$ and $\alpha N_{\text{off}}$, then find $N_{\text{excess}} = N_{\text{on}} - \alpha N_{\text{off}}$.

3. Scale the Crab Nebula excess by 0.01 to mimic a 1% Crab Nebula source.

4. Obtain the pulse profile from the 2PC for the pulsar in question and subtract the lowest bin in the profile from all bins to remove the background.

5. Normalize the pulse profile from the previous step and multiply each bin by the scaled excess found in step 3.

6. Add the estimated background expected in a VERITAS observation to the profile by adding $\alpha N_{\text{off}}/N_{\text{bins}}$ to each bin, where $N_{\text{bins}}$ is the total number of bins.

7. Calculate the significance (using Equation 7.1) corresponding to all non-overlapping phase gate combinations (including a background gate). The phase gates selected for the VERITAS analysis are those where this significance is maximized.

The results of the above procedure are shown visually in Figure 10.1, and phase-gate definitions are given in numerical form in Table 10.2.

Where possible, the latest publicly available timing solutions are used in the VERITAS analysis, which are more up-to-date than the ones in the 2PC. The use of different timing solutions to fold the data for a pulsar in most cases introduces a phase offset, which must be accounted for. To determine the phase offsets for the 14 archival pulsars, a Fermi-LAT data set for each pulsar is phase-folded using both the 2PC and the latest timing solutions. The resulting light curves are then cross-correlated, and the point where the correlation
Table 10.2: Table of the phase gate and phase offset definitions. Columns 2 and 3 give the gate definitions for the peak locations P1 and P2, respectively. Column 4 gives the background phase-gate definitions. Column 5 lists the phase offsets between the used timing solutions and those appearing in the 2PC, which were used to calculate the phase gates.

<table>
<thead>
<tr>
<th>Pulsar</th>
<th>P1</th>
<th>P2</th>
<th>Background</th>
<th>Phase Offset</th>
</tr>
</thead>
<tbody>
<tr>
<td>J0007+7303</td>
<td>0.05–0.36</td>
<td>None</td>
<td>0.41–0.01</td>
<td>0.9275</td>
</tr>
<tr>
<td>J0205+6449</td>
<td>0.04–0.11</td>
<td>0.51–0.59</td>
<td>0.60–0.04</td>
<td>0.8545</td>
</tr>
<tr>
<td>J0248+6021</td>
<td>0.28–0.50</td>
<td>None</td>
<td>0.54–0.24</td>
<td>0.033</td>
</tr>
<tr>
<td>J0357+3205</td>
<td>0.02–0.24</td>
<td>None</td>
<td>0.33–0.96</td>
<td>0.003</td>
</tr>
<tr>
<td>J0631+1036</td>
<td>0.36–0.54</td>
<td>None</td>
<td>0.64–0.24</td>
<td>0.023</td>
</tr>
<tr>
<td>J0633+0632</td>
<td>0.56–0.60</td>
<td>0.09–0.16</td>
<td>0.63–0.06</td>
<td>0.0145</td>
</tr>
<tr>
<td>J1907+0602</td>
<td>0.52–0.62</td>
<td>0.19–0.27</td>
<td>0.64–0.15</td>
<td>0.002</td>
</tr>
<tr>
<td>J1954+2836</td>
<td>0.52–0.58</td>
<td>0.08–0.16</td>
<td>0.64–0.02</td>
<td>0.0125</td>
</tr>
<tr>
<td>J1958+2846</td>
<td>0.46–0.58</td>
<td>0.10–0.12</td>
<td>0.62–0.08</td>
<td>0.0135</td>
</tr>
<tr>
<td>J2021+3651</td>
<td>0.58–0.62</td>
<td>0.11–0.15</td>
<td>0.66–0.07</td>
<td>0.0355</td>
</tr>
<tr>
<td>J2021+4026</td>
<td>0.00–0.16</td>
<td>0.50–0.66</td>
<td>0.20–0.48</td>
<td>0.9505</td>
</tr>
<tr>
<td>J2032+4127</td>
<td>0.60–0.62</td>
<td>0.09–0.13</td>
<td>0.64–0.04</td>
<td>0.1585</td>
</tr>
<tr>
<td>J2229+6114</td>
<td>0.38–0.53</td>
<td>None</td>
<td>0.59–0.15</td>
<td>0.9365</td>
</tr>
<tr>
<td>J2238+5903</td>
<td>0.59–0.62</td>
<td>0.09–0.13</td>
<td>0.64–0.06</td>
<td>0.4355</td>
</tr>
</tbody>
</table>

coefficient is maximized is taken to be the offset in phase. The resulting offset for each pulsar is given in Table 10.2. A phase offset of 0 in Table 10.2 indicates that the 2PC timing solution is the latest (and thus the one used in the VERITAS analysis), meaning computation of an offset was not required.

10.3.2 VERITAS Data Analysis

The steps of the general VERITAS data analysis chain are the subject of Section 6.3. After the VERITAS data are processed through the standard analysis pipeline, the data are phase folded with the appropriate timing solution. Pulsar timing and phase folding are described in more detail in Section 6.1. Details specific to the archival pulsar project are given in this section.

A total of six tests (trials factor of six) are applied to the data for each pulsar. Three sets of cuts are used for each individual analysis, with each set tuned to optimize sensitivity for different spectral shapes varying from softer to harder. The set of cuts applied to the
Figure 10.1: Phase-gate definitions for all 14 pulsars appearing in archival VERITAS data. The ON-counting regions, corresponding to the locations of P1 and P2, are shown in green, and the OFF-counting background region is shown in blue. Figure created by J. Tyler (McGill University).

data are referred to as soft, moderate, and hard and are given in Table 6.2. Details of the of the procedure that yields these cut values are given in Section 6.3.4. For each set of cuts, two independent tests for a pulsed signal in the phase-folded VERITAS data are applied.
The first test uses the a-priori-defined expected signal and background regions (henceforth referred to as the “phase-gate test”) described in Section 10.3.1. The significance is calculated by counting \( N_{on} \) and \( N_{off} \) in the gated phase regions and using equation 7.1. For the second test, the \( H \) test to the un-binned phase data, which has the advantage that no a-priori knowledge of expected peaks in the light curves are needed (see Section 7.3.1). The total number of tests (and thus trials) is, therefore, six per pulsar search (three sets of cuts with two tests for signal each for a total of six tests).

### 10.4 Results

The six tests did not result in the detection of VHE pulsations from any of the 14 archival pulsars. The distribution of significances from equation 7.1 in the phase-gate test has minimum and maximum values of \(-1.93\sigma\) and \(+1.86\sigma\), respectively. From the \( H \) test, the maximum \( H \) statistic is 4.29, which corresponds to a chance probability of 0.18. All tests applied to the data therefore failed to reveal any evidence for pulsed emission in the VERITAS data. Significances and \( H \) statistics for each pulsar are given in Table 10.3, and significance distributions from the phase-gate test are shown in Figure 10.2.
Figure 10.2: Significance distributions between $\pm 3\sigma$ from the phase-gate test for soft (top), moderate (middle), and hard (bottom) cuts. Each distribution is fitted with a Gaussian (red curve), and all are consistent with being normally distributed.

For each of the six searches for pulsed emission, integral VHE flux upper limits from the VERITAS data are computed at the 95% confidence level. For the phase-gate test
results for each set of cuts, the method of Rolke [79] is used to set an upper limit on the excess counts, which is converted into an integral flux UL by dividing by the exposure. For the results from the $H$ test, an integral flux UL is set using the method summarized in section 7.4. A spectral index of 3.8 is assumed for all upper limit calculations, which is the same index as seen for the Crab pulsar in [3]. Six 95% CL flux ULs per pulsar are therefore calculated, which are given in Table 10.3.

The Fermi-LAT pulsar spectra derived from 7.6 yr of data, along with VHE energy flux ULs, are shown in Figures 10.17–10.30. The Crab pulsar bowtie from [3] and the Crab Nebula spectral shape from [192] scaled by 1% are also shown to help indicate the relative strength of the limits. The Fermi-LAT spectra are all consistent with those reported in the 2PC [6]. For both PSR J0007+7303 and PSR J2021+4026, sufficient spectral points are reconstructed to enable fitting a power law above an energy threshold of 10 GeV. This power-law fit is intended to help indicate whether or not a power-law extension of the spectrum from HEs to VHEs is possible, as has been seen for the Crab and possibly Vela pulsars. Only the flux UL for PSR J2021+4026 (hard cuts; Rolke method) constrains the possible power-law extension fitted for these two pulsars.

10.4.1 The PSR J2238+5903 Observation Campaign

In addition to the archival VERITAS data used in the search for pulsations from PSR J2238+5903, additional data was taken due to a minor hint of a signal in the preliminary analysis results. In the results of the analysis of $\sim 10$ hr of quality-selected archival PSR J2238+5903 data taken in the 2013/2014 observing season, a $2.4\sigma$ hint of pulsed emission was seen in the moderate-cuts analysis. This prompted follow-up observations in the fall of 2015, which resulted in the accumulation of a further 8.3 hr exposure and an increase in the medium-cuts significance to $2.8\sigma$. Based on the signal increase after roughly doubling the data set, a request for director’s discretionary time was approved for an additional observations, which were completed in fall 2015. In the final analysis of 32.5 hr of observations,
the moderate-cuts significance fell to $1.9\sigma$. The observational campaign was then discontinued. Throughout the fall of 2015, updated timing solutions were required to phase-fold the new data, since it was collected after the period of validity of the publicly available Fermi-LAT-derived solution. Updated timing solutions were computed by M. Kerr (ATNF) of the Fermi-LAT collaboration using LAT data contemporaneous with the newly obtained VERITAS data. The method used for generating updated timing solutions derived from the LAT data is given in [120].
Table 10.3: Results for the 14 pulsars appearing in archival VERITAS data. Each pulsar has three sets of results, one for each set of cuts applied to the data. Column 2 lists the exposure time for each pulsar, copied here from Table 10.1 for convenience. Column 3 specifies the set of cuts used in the analysis. Column 4 gives the lower energy threshold for the analysis in GeV. Columns 5 and 6 give the phase-gate test significance and $H$ statistic, respectively. Integral flux upper limits at the 95% CL from the $H$ test and the Rolke method are given in columns 7 and 8, respectively.

<table>
<thead>
<tr>
<th>Pulsar</th>
<th>Exposure Time (hr)</th>
<th>Cut Type</th>
<th>Energy Threshold (GeV)</th>
<th>Significance</th>
<th>$H$ Statistic</th>
<th>$H$-Test Flux UL ($10^{-9}$ m$^{-2}$ s$^{-1}$)</th>
<th>Rolke Flux UL ($10^{-9}$ m$^{-2}$ s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J0007+7303</td>
<td>32.4</td>
<td>soft</td>
<td>316</td>
<td>-1.74</td>
<td>4.32</td>
<td>16.7</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>457</td>
<td>-0.95</td>
<td>2.37</td>
<td>6.20</td>
<td>2.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>1050</td>
<td>-0.51</td>
<td>3.18</td>
<td>1.38</td>
<td>1.76</td>
</tr>
<tr>
<td>J0205+6449</td>
<td>22.2</td>
<td>soft</td>
<td>240</td>
<td>-1.29</td>
<td>1.28</td>
<td>13.7</td>
<td>2.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>347</td>
<td>-1.11</td>
<td>3.29</td>
<td>7.63</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>501</td>
<td>-1.40</td>
<td>3.94</td>
<td>4.12</td>
<td>0.575</td>
</tr>
<tr>
<td>J0248+6021</td>
<td>45.9</td>
<td>soft</td>
<td>219</td>
<td>0.00</td>
<td>3.26</td>
<td>19.4</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>288</td>
<td>0.85</td>
<td>3.69</td>
<td>10.7</td>
<td>8.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>603</td>
<td>0.44</td>
<td>1.34</td>
<td>1.9</td>
<td>1.72</td>
</tr>
<tr>
<td>J0357+3205</td>
<td>7.92</td>
<td>soft</td>
<td>138</td>
<td>-0.47</td>
<td>0.74</td>
<td>33.6</td>
<td>20.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>200</td>
<td>-0.17</td>
<td>0.32</td>
<td>10.7</td>
<td>10.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>380</td>
<td>0.12</td>
<td>2.36</td>
<td>5.26</td>
<td>4.01</td>
</tr>
<tr>
<td>J0631+1036</td>
<td>2.79</td>
<td>soft</td>
<td>151</td>
<td>-1.27</td>
<td>3.61</td>
<td>79.4</td>
<td>13.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>219</td>
<td>0.81</td>
<td>0.56</td>
<td>18.2</td>
<td>22.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>457</td>
<td>-1.07</td>
<td>1.44</td>
<td>7.44</td>
<td>2.44</td>
</tr>
<tr>
<td>J0633+0632</td>
<td>108</td>
<td>soft</td>
<td>182</td>
<td>-1.37</td>
<td>3.66</td>
<td>8.92</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>263</td>
<td>0.41</td>
<td>0.32</td>
<td>1.95</td>
<td>1.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>501</td>
<td>0.70</td>
<td>4.80</td>
<td>1.01</td>
<td>0.523</td>
</tr>
<tr>
<td>J1907+0602</td>
<td>39.1</td>
<td>soft</td>
<td>182</td>
<td>-1.49</td>
<td>1.60</td>
<td>11.7</td>
<td>1.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>263</td>
<td>0.36</td>
<td>10.4</td>
<td>7.72</td>
<td>3.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>550</td>
<td>-0.15</td>
<td>2.60</td>
<td>1.73</td>
<td>0.953</td>
</tr>
<tr>
<td>J1954+2836</td>
<td>5.18</td>
<td>soft</td>
<td>126</td>
<td>1.07</td>
<td>7.01</td>
<td>68.4</td>
<td>40.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>200</td>
<td>0.58</td>
<td>2.46</td>
<td>19.3</td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>288</td>
<td>-1.50</td>
<td>0.60</td>
<td>8.24</td>
<td>1.48</td>
</tr>
<tr>
<td>J1958+2846</td>
<td>13.9</td>
<td>soft</td>
<td>126</td>
<td>-0.70</td>
<td>1.62</td>
<td>24.9</td>
<td>8.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>182</td>
<td>-1.24</td>
<td>0.82</td>
<td>9.49</td>
<td>2.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>263</td>
<td>-1.54</td>
<td>3.00</td>
<td>6.81</td>
<td>0.658</td>
</tr>
<tr>
<td>J2021+3651</td>
<td>58.2</td>
<td>soft</td>
<td>151</td>
<td>-0.56</td>
<td>9.46</td>
<td>25.4</td>
<td>4.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>219</td>
<td>0.25</td>
<td>2.28</td>
<td>7.23</td>
<td>2.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>417</td>
<td>0.95</td>
<td>6.46</td>
<td>2.48</td>
<td>1.06</td>
</tr>
<tr>
<td>J2021+4026</td>
<td>20.6</td>
<td>soft</td>
<td>166</td>
<td>0.18</td>
<td>0.73</td>
<td>24.1</td>
<td>32.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>240</td>
<td>0.15</td>
<td>3.28</td>
<td>15.0</td>
<td>13.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>457</td>
<td>-1.93</td>
<td>2.42</td>
<td>4.68</td>
<td>0.0615</td>
</tr>
<tr>
<td>J2032+4127</td>
<td>47.9</td>
<td>soft</td>
<td>166</td>
<td>-0.37</td>
<td>0.34</td>
<td>10.9</td>
<td>4.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>219</td>
<td>0.58</td>
<td>4.29</td>
<td>10.4</td>
<td>3.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>457</td>
<td>0.42</td>
<td>2.00</td>
<td>2.22</td>
<td>0.974</td>
</tr>
<tr>
<td>J2229+6114</td>
<td>47.2</td>
<td>soft</td>
<td>240</td>
<td>0.72</td>
<td>0.30</td>
<td>8.75</td>
<td>9.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>316</td>
<td>0.19</td>
<td>0.58</td>
<td>5.28</td>
<td>4.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>661</td>
<td>-0.75</td>
<td>2.35</td>
<td>1.97</td>
<td>0.648</td>
</tr>
<tr>
<td>J2238+5903</td>
<td>32.5</td>
<td>soft</td>
<td>182</td>
<td>1.86</td>
<td>1.93</td>
<td>12.1</td>
<td>8.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>288</td>
<td>1.79</td>
<td>0.42</td>
<td>3.27</td>
<td>3.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hard</td>
<td>417</td>
<td>1.37</td>
<td>1.10</td>
<td>2.13</td>
<td>1.66</td>
</tr>
</tbody>
</table>
10.4.2 Pulse Profiles from the VERITAS Data

The pulsar light curves obtained by phase folding the VERITAS data for each of the 14 archival pulsars are shown in this section beginning on the next page. Each figure shows the P1 and P2 phase gates from Table 10.2 in green, with the background gate shown in gray. The inset text box gives $N_{\text{on}}$, $\alpha N_{\text{off}}$, $N_{\text{excess}}$, and the significance from Equation 7.1 in that order from top to bottom.
Figure 10.3: Pulse profiles of PSR J0007+7303 from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
Figure 10.4: Pulse profiles of **PSR J0205+6449** from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
Figure 10.5: Pulse profiles of **PSR J0248+6021** from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
Figure 10.6: Pulse profiles of **PSR J0357+3205** from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
Figure 10.7: Pulse profiles of **PSR J0631+1036** from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
Figure 10.8: Pulse profiles of PSR J0633+0632 from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
Figure 10.9: Pulse profiles of PSR J1907+0602 from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
Figure 10.10: Pulse profiles of **PSR J1954+2836** from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
Figure 10.11: Pulse profiles of PSR J1958+2846 from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
Figure 10.12: Pulse profiles of PSR J2021+3651 from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
Figure 10.13: Pulse profiles of PSR J2021+4026 from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
Figure 10.14: Pulse profiles of PSR J2032+4127 from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
Figure 10.15: Pulse profiles of PSR J2229+6114 from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
Figure 10.16: Pulse profiles of PSR J2238+5903 from VERITAS data for soft cuts (top panel), moderate cuts (middle panel), and hard cuts (bottom panel).
10.4.3  *Fermi*-LAT Spectra with VERITAS Limits

The *Fermi*-LAT spectra derived for each pulsar, along with the VERITAS VHE flux upper limits, are presented in this section. The *Fermi* spectral points are shown in black; the VERITAS 95% CL flux ULs from the $H$ test are indicated by the red arrows; while those from the method of Rolke from the phase-gate test are given by the blue arrows. For reference, the Crab pulsar spectral bowtie from [3] is also shown (gray shaded region), in addition to the Crab Nebula spectral shape from [192] scaled to 1% (black curved line). For the two pulsars J0007+7303 and J2021+4026, a power-law fit above 10 GeV is given by the black dashed line.

![Fermi-LAT spectrum with VERITAS limits](image)

Figure 10.17: **PSR J0007+7303** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows). A power-law fit to the *Fermi* data above 10 GeV is given by the black dashed line.
Figure 10.18: **PSR J0205+6449** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows).

Figure 10.19: **PSR J0248+6021** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows).
Figure 10.20: **PSR J0357+3205** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows).

Figure 10.21: **PSR J0631+1036** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows).
Figure 10.22: **PSR J0633+0632** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows).

Figure 10.23: **PSR J1907+0602** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows).
Figure 10.24: **PSR J1954+2836** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows).

Figure 10.25: **PSR J1958+2846** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows).
Figure 10.26: **PSR J2021+3651** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows).

Figure 10.27: **PSR J2021+4026** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows). A power-law fit to the *Fermi* data above 10 GeV is given by the black dashed line.
Figure 10.28: **PSR J2032+4127** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows).

Figure 10.29: **PSR J2229+6114** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows).
Figure 10.30: **PSR J2238+5903** *Fermi*-LAT spectrum (black squares) with VERITAS flux upper limits (red and blue arrows).

### 10.5 Discussion and Conclusion

Six searches for VHE pulsed emission from each of 14 pulsars appearing in archival VERITAS data have been performed. No search reveals any evidence of VHE pulsed emission. To the best of our knowledge, these searches for VHE pulsed emission from the set of 14 archival pulsars are the first ever done in the VHE band and represent the first comprehensive northern-hemisphere survey of its kind. We note that the upper limits constrain a flux that is in many cases below the flux level of the Crab pulsar, so the broad statement can be made that potential VHE pulsed emission from each pulsar must be more faint than the VHE flux from the Crab pulsar (~1% Crab Nebula level). The *Fermi*-LAT spectral reconstruction that has also been done for each pulsar did not result in sufficient photon statistics to enable making any claim about the shapes of the spectra above 10 GeV. Two of the LAT spectra were fitted with a power law above 10 GeV, and one flux UL calculated for PSR J2021+4026 constrains a possible power-law continuation to VHEs (see Figure 10.27).
Figure 10.31: Flux upper limits from the phase-gate test versus $\sqrt{\dot{E}/d^2}$ for soft cuts. The VHE flux limits are shown by the black squares, and the right-pointing arrows indicate an upper limit on $\sqrt{\dot{E}/d^2}$ for pulsars where only a distance limit is available. Error bars come from propagation of the uncertainty on the distance as given in Table 10.1. The flux and $\sqrt{\dot{E}/d^2}$ for the Crab pulsar are represented by the red dot. Extrapolated fluxes (see text) for the Geminga and Vela pulsars are shown as a teal and olive circles, respectively. The teal triangle and arrow is a Geminga VHE flux upper limit from VERITAS at 135 GeV from [7]. The Crab pulsar flux shown here is calculated according to the method given in the text. The solid gray line corresponds to $F \propto \sqrt{\dot{E}/d^2}$, where the line has been drawn to intersect the Crab pulsar flux point. The gray dashed lines have the same proportionality but indicate a flux level of two and ten times the Crab pulsar flux. The blue dashed line corresponds to $F \propto \dot{E}/d^2$, which is equivalent to the prediction $L_\gamma \propto \dot{E}$ that has been made for the gamma-ray luminosity in some models (e.g., [46]). The brown solid line is the same as the solid gray line but instead drawn to intersect the Vela flux point.
A population study was conducted using the flux upper limits derived from the VERITAS data. The VHE limits from the phase-gate tests for the three sets of cuts are shown in Figure 10.32: Continuation of Figure 10.31 for moderate cuts (top) and hard cuts (bottom).
as a function of $\sqrt{\dot{E}/d^2}$ in Figures 10.31 and 10.32. The Crab pulsar flux that is shown for soft cuts is chosen to be $1 \times 10^{-12}$ erg cm$^{-1}$ s$^{-1}$, which is the differential flux measured at 200 GeV by VERITAS [3]. For moderate and hard cuts, the Crab flux is extrapolated to 300 and 500 GeV, respectively, according to a power law with $\Gamma = 3.8$ (the same spectral index for the Crab pulsar measured in [3]). These energies are chosen to approximately match the average energy thresholds given in Table 10.3.

An assumption that the flux $F$ displays proportionality to $\sqrt{\dot{E}/d^2}$ (gray and brown lines in Figures 10.31 and 10.32) is essentially a restatement of the equivalent assumption $L_\gamma \propto \sqrt{\dot{E}}$, where $L_\gamma$ is the gamma-ray luminosity, since $F \propto L_\gamma/d^2$. Such a prediction for $L_\gamma$ has been made in models that assume a constant voltage drop across the acceleration gap [34]. The 2PC Fermi-LAT gamma-ray pulsar population plotted as $L_\gamma$ against $\dot{E}$ roughly follow a power-law trend [6], though there is likely too much scatter in the data to make a firm empirical claim about the the proportionality of $L_\gamma$ on $\sqrt{\dot{E}}$ in HE gamma rays.

Invoking the assumption that young gamma-ray pulsars should all have the same $\sqrt{\dot{E}/d^2}$ as that for the Crab pulsar would result in detected VHE pulsars trending around the solid gray line in Figures 10.31 and 10.32. Almost all of the VERITAS flux ULs lie well above the gray line, so a prediction that VHE pulsars follow $\sqrt{\dot{E}/d^2}$ for the Crab remains unconstrained in most cases. However, the three flux limits for one pulsar (PSR J2229+6114) all fall below the gray line. The error on $\sqrt{\dot{E}/d^2}$ due to the uncertainty on the distance measurement places the PSR J2229+6114 limits in each case within 1 or 2σ of the gray line, so no firm claim regarding the validity of the $\sqrt{\dot{E}/d^2}$ trend can be made with the UL for this pulsar. Furthermore, systematic errors on distance measurements are typically quite large. Flux points derived from extrapolation for both the Vela and Geminga pulsars are also shown, and both lie well below the $\sqrt{\dot{E}/d^2}$ expectation from the Crab. The VHE Geminga and Vela fluxes are derived from their Fermi-LAT spectra above 10 GeV, which are fitted with a power-law shape and extrapolated to 200, 300, and 500 GeV. Measures of

---

6The spectral reconstruction mentioned here for Geminga and Vela was done by me using 7.2 yr of Fermi-LAT data and the analysis methods given in Section 6.2.
\( \dot{E} \) and the distances for Geminga and Vela are taken from the 2PC [6] (references therein for the distances are [193] and [48], respectively). That these flux extrapolations lie well below the \( F \propto \sqrt{\dot{E}/d^2} \) prediction from the Crab pulsar challenges the assumption that at VHEs pulsars may trend along the gray line in Figures 10.31 and 10.32. If the assumption is made that \( F \propto \sqrt{\dot{E}/d^2} \) for the Vela pulsar extrapolation instead of the Crab, detected VHE pulsars should trend around the brown lines in the figures. We note that for all three sets of cuts, the brown line intersects the extrapolated Geminga flux point error. Further, for the extrapolated Vela and Geminga fluxes shown in Figure 10.31, the brown line defined solely by the parameters of the Vela pulsar assuming \( F \propto \sqrt{\dot{E}/d^2} \) exactly intersects the Geminga point. It could be the case that VHE pulsars follow the assumed \( \sqrt{\dot{E}} \) trend, though with a much lower constant of proportionality compared to that defined by the Crab pulsar.

The upper limits presented here constrain potential spectral hardening or a new spectral component to be at or below the level of the limits, though pulsar models generally predict VHE emission several orders of magnitude below the flux levels probed in this search (e.g., Harding and Kalapotharakos [54]). The upcoming IACT called the Cherenkov Telescope Array (CTA) aims to achieve a ten-times-improved sensitivity at VHEs compared to current-generation instruments. Observations with CTA will, therefore, be able to lower pulsar flux ULs by a factor of ten given the same exposure time. The limits presented in this project can help guide future observations with CTA via providing an estimate for the observational time cost versus potential benefit if an important constraint can be made. Of course, the firm detection of another pulsar above 100 GeV will have a very high scientific impact, but for now the nature of the VHE emission from pulsars mostly remains unresolved.
CHAPTER 11
CONCLUSION

In the presented analyses, I have performed searches for pulsed very high-energy gamma rays from a total of 16 unique pulsars with VERITAS. The total amount of data processed in obtaining the results presented in this thesis is roughly 580 hours. The analyses fall into three separate projects:

- A search for pulsed VHE emission from the Geminga pulsar (Chapter 8)
- A search for steady and pulsed VHE emission from the binary system PSR J1023+0038 (Chapter 9)
- A search for pulsed VHE emission from the 14 pulsars appearing in archival VERITAS data (Chapter 10).

In every case, these searches resulted in non-detections, and these non-detections are used to place important flux upper limits to constrain a potential VHE spectral component. For both PSR J1023+0038 and the Geminga pulsar, the calculated VHE upper limits were the first to appear in the literature in their respective publications. In the time since publication, the MAGIC Collaboration has published pulsed-flux limits at about the same level of the VERITAS limits and with a lower energy threshold [47]. The VHE upper limits for the 14 pulsars appearing in archival VERITAS data are the first such limits for each pulsar, and they are the subject of an upcoming publication currently in preparation.

Theoretical model predictions of a pulsed very high-energy gamma-ray emission component currently remain the subject of much debate in the literature. Before the VHE detections of the Crab pulsar by VERITAS [3] and MAGIC [42, 4], an inverse-Compton VHE component had been considered by some (e.g., [16]), though was not a principal focus of attention from modellers. In the six years that have elapsed since the Crab pulsar
detection, several new models have appeared attempting to explain the pulsed VHE emission seen from the Crab (see Chapter 3). At least one such model has also been used to make explicit predictions for a few other pulsars (the model of Harding and Kalapotharakos in [54]). Currently, no model for the Crab pulsar is capable of simultaneously explaining the observed VHE spectrum up to 1.5 TeV and the gamma-ray pulse profile [58]. Given the inconclusiveness surrounding the theory of VHE emission from the Crab, which remains the only firmly detected VHE pulsar, predictions in this area for other pulsars are likewise highly uncertain.

Though resulting in non-detections, the projects presented in this thesis offer insight regarding the question of VHE gamma-ray emission from young pulsars. It could be the case that spectral hardening or an altogether new spectral component manifests at VHEs for many pulsars. That no such flux component was observed is a result in itself since any spectral hardening at VHEs is now constrained to be at or below the VERITAS limits for each pulsar discussed in this thesis. These upper limits can thus serve as a guide for modellers who attempt to predict the features of VHE emission from the general population of young gamma-ray pulsars.

The non-detection of the Geminga pulsar with VERITAS enabled placing the first upper limits on a potential pulsed VHE flux. The VERITAS observational campaign on Geminga resulted in 71.6 hr of data that was used to probe for pulsed emission. An analysis of 5.2 yr of Fermi-LAT data was also conducted, and the high-energy gamma-ray spectrum was reconstructed. The HE spectrum was observed to fall more slowly than a simple exponential function, which is expected for multi-zone curvature radiation where the observed spectrum is a superposition of spectra with different break energies [36, 37]. Above 10 GeV, it is not possible to distinguish an exponential cut-off from a power law due to sparse photon statistics in the LAT data. The VERITAS flux upper limits lie above the flux level predicted from a simple power-law extrapolation of the HE Geminga spectrum above 10 GeV. While the power-law spectral extension remains unconstrained, a significant hardening of
the spectral shape can be excluded in light of the VERITAS flux limits. If the spectrum extends as a simple power law as seen for the Crab pulsar, a deeper exposure will be necessary to detect the VHE emission, which could be the subject of a study with a future-generation instrument.

A search for pulsed VHE gamma-ray emission from the millisecond pulsar in the binary system PSR J1023+0038 also resulted in a non-detection. The 20 hr observation during the active phase of the pulsar is the deepest such exposure published to date involving a search for pulsed VHE gamma rays from an MSP. Although no emission was detected, the importance of this search lies in the fact that the rapid rotation rates of MSPs can give rise to contrasting magnetospheric conditions compared to the younger pulsar population. Therefore, a search for VHE gamma rays from MSPs naturally probes a different set of physical parameters, and the VERITAS flux limits can be of some use to modellers who attempt to predict features of gamma-ray radiation from this class of pulsar.

Following the aforementioned non-detections of the Geminga pulsar and PSR J1023+0038, a search for pulsed VHE emission from 14 young pulsars appearing in archival VERITAS data was conducted. The total VERITAS exposure across all pulsars was 483.8 hr, and no pulsed VHE emission was detected from any of the 14 pulsars in the analysis. A Fermi-LAT spectral analysis was also performed for each pulsar, though the HE gamma-ray statistics were too sparse to enable any claim regarding the shape of the spectra above 10 GeV. VHE flux upper limits were computed at three energy thresholds for each pulsar, which constrain potential spectral hardening and the emergence of a new spectral component at the level of the limits. A population study was conducted involving contextualization of the flux limits with respect to the spin-down powers and distances of the pulsars. Assuming that the VHE fluxes $F$ from all young gamma-ray pulsars follow $F \propto \sqrt{E/d^2}$, the constant of proportionality can be fixed given the detection of the Crab pulsar at VHEs. This revealed that all of the calculated VERITAS flux limits fall above (or within errors of) the proportionality line for the Crab pulsar. That no VHE emission was detected is therefore entirely consistent.
with an expectation that the gamma-ray luminosity roughly scales with $\sqrt{E/d^2}$.

The collection of VHE gamma-ray flux upper limits derived from VERITAS data presented in this thesis can be used to guide future pulsar observations by the next-generation IACT, the Cherenkov Telescope Array (CTA). CTA aims to achieve a factor-of-ten improvement in sensitivity compared to currently operational IACTs, which will enable greatly enhanced studies of all source classes at VHEs. The limits for the pulsars presented in this thesis are in some cases reasonably close to constraining a prediction (or potentially making a discovery of VHE emission). With a similar exposure as obtained by VERITAS for the Geminga pulsar, a power-law extension above 10 GeV into VHEs could be definitively ruled out for a non-detection. From the archival pulsar project, for example, the limit for VHE emission from PSR J2229+6114 has an error bar that overlaps the $\sqrt{E/d^2}$ proportionality line for the Crab pulsar. A similar exposure with CTA ($\sim 50$ hr) would improve the limit by an order of magnitude and therefore rule out the idea that in general $F \propto \sqrt{E_{\text{Crab}}/d_{\text{Crab}}^2}$ (assuming a non-detection). In any case, for now the nature of the VHE gamma-ray emission from pulsars remains largely unresolved. With any luck, future observations at VHEs will help shed more light on the fundamental features of these cosmic accelerators.
Appendices
APPENDIX A
A SEARCH FOR ELEVATED VERY HIGH-ENERGY GAMMA-RAY FLUX DURING A CRAB NEBULA FLARE WITH VERITAS

This appendix is a reproduction of a paper I have published in [194]. It has been left unedited. All figures are provided after the text.

A.1 Abstract

In March 2013, a flaring episode from the Crab Nebula lasting ~2 weeks was detected by the Fermi-LAT (Large Area Telescope on board the Fermi Gamma-ray Space Telescope). VERITAS provides simultaneous observations throughout this period. During the flare, the Fermi-LAT detected a 20-fold increase in flux above the average synchrotron flux > 100 MeV seen from the Crab Nebula. Simultaneous measurements with VERITAS are consistent with the non-variable long-term average Crab Nebula flux at TeV energies. Assuming a linear correlation between the very-high-energy flux change > 1 TeV and the flux change seen in the Fermi-LAT band > 100 MeV during the period of simultaneous observations, the linear correlation factor can be constrained to be at most $8.6 \times 10^{-3}$ with 95% confidence.

A.2 Introduction

The Crab Nebula is one of the best-studied cosmic particle accelerators. Its distance of ~2 kpc and absolute luminosity of $5 \times 10^{38}$ erg s$^{-1}$ allow the study of the nebula in great detail across the entire electromagnetic spectrum. From radio to GeV energies, the emission is consistent with synchrotron emission of relativistic electrons [195]. However, at higher energies, the dominant emission mechanism is thought to be inverse-Compton up-
scattering of low-energy photons by the same population of electrons [196, 197, 198, 199].

The energy source powering the nebula is believed to be the Crab pulsar located at its center [200]. With the pulsar as the central engine, a self-consistent magnetohydrodynamic model can be developed that explains the main features of the nebula [201, 202]. The discovery of flaring episodes by the AGILE [203] and Fermi-LAT [204] teams was unexpected in this framework. The Crab Nebula flux was seen to increase by more than a factor of ten in less than a day between 100 MeV and 1 GeV in the most extreme of these flares.

Determining the cause of these flares is a major experimental and theoretical challenge. The observed flaring timescales of 12 hours [205] and 8 hours [206] imply that the emission region is less than $3 \times 10^{-4}$ pc in diameter. This size constraint coupled with the observation that the emitted isotropic power peaks at about 1% of the pulsar spin-down power argues in favor of an emission region that moves mildly relativistically [206, 207, 208, 209]. As no enhancement of the pulsed emission has been observed during flares, it has been concluded that the emission region likely resides outside the corotating magnetosphere [206, 205].

The investigation of the origin of the flares is complicated because no correlated enhancements have been observed at other wavelengths to date [205, 210, 211, 206]. Multiwavelength campaigns have been executed every time a flare has been observed since the detection of the September 2010 flare [203]. Extensive simultaneous coverage over the entire synchrotron emission from radio to X-rays did not reveal correlated activity [212, 213] that could have shed light on the location of the flares due to better angular resolution at these energies.

The non-detection of correlated activity favors a monoenergetic population of relativistic electrons as the origin of the observed flares. While multiwavelength coverage has been excellent in radio, optical, and X-rays, it has been rather sparse at energies above 100 GeV, i.e., in the inverse-Compton component. No enhancement of the TeV emission was reported by MAGIC or VERITAS during the September 2010 flare [214, 215]. The ARGO-YBJ Collaboration have reported enhanced signals with a median energy of 1 TeV.
from the direction of the Crab Nebula contemporaneous to GeV-band flares, although these enhancements did not reach the 5\(\sigma\) level [216, 217, 218].

The electrons responsible for the flares should also upscatter soft photons in the nebula to produce TeV photons, which enables constraining the dynamics of the electrons. In this paper we present the most sensitive observations at TeV energies performed during a flare of the Crab Nebula to date. These observations with VERITAS are discussed in the context of observations with the Fermi-LAT.

A.3 Observations and Analysis

A.3.1 VERITAS

The Very Energetic Radiation Imaging Telescope Array System (VERITAS) is an array of four 12 m diameter imaging atmospheric Cherenkov telescopes (IACTs) located at the base of Mt. Hopkins in southern Arizona, USA that observes very-high-energy (VHE; \(E > 100\) GeV) gamma rays. Each telescope in the array has a reflector that is composed of 345 hexagonal mirror facets that focus light onto a 499-pixel photomultiplier tube (PMT) camera at the focal plane with a field of view (FoV) of \(\sim 3.5\)°. The array operates in the energy range \(\sim 0.1 - 30\) TeV with an energy resolution of \(\sim 15\%\) at energies above 1 TeV and an angular resolution of \(0.15\)° [64].

VERITAS observations of the Crab Nebula in its flaring state were triggered by an automated Fermi-LAT analysis pipeline at Barnard College-Columbia University [219] on 2013 March 02, two days prior to the ATel from the Fermi-LAT collaboration announcing the gamma-ray flare [220]. The VERITAS data during the flare are composed of ten nights of observations in the period MJD 56353 to 56366 (2013 March 02 to 2013 March 15, henceforth referred to as the flare time window, FTW). Observations of the Crab Nebula as part of the standard observing schedule from 2012 October 13 to 2013 April 02 excluding the FTW comprise a data set on the source in its non-flaring state, which is used as a baseline with which to compare the flare data.
All VERITAS Crab observations were taken in \textit{wobble mode} with an offset of 0.5\degree from the source position alternately in each of the four cardinal directions, so that the background can be estimated from simultaneously gathered data, and systematic effects in the background estimation cancel out [221, 78]. Observations were conducted using the full four-telescope array in a range of zenith angles 12\degree − 55\degree, giving a total of 10.3 hours of live time on the source during the FTW and 17.4 hours during the rest of the season. Two nights of flare observations (MJD 56353 and 56358) were conducted at large zenith angles, which has the effect of increasing the effective energy threshold of the array. Due to this dependence of the energy threshold, the low-energy threshold for the spectral analysis is set to a common value of 1 TeV.

The recorded images are first flat-fielded using information from nightly calibration runs taken with a pulsed UV LED [222]. The images are cleaned using a form of the picture/boundary method [76] and parameterized [74] to suppress the cosmic ray background. The shower direction is reconstructed from the data in each telescope, and a set of selection criteria is applied to reject background events [223, 76].

Energy spectra are calculated $>1$ TeV both for the FTW and the baseline observations and are shown in Figure A.1. The spectra are parametrized as power laws of the form

$$\frac{dN}{dE} = N_0 \left( \frac{E}{1 \text{TeV}} \right)^\gamma.$$  \hspace{1cm} (A.1)

The baseline spectral fit gives a normalization of $N_0^\text{baseline} = (3.48 \pm 0.14_{\text{stat.}} \pm 1.08_{\text{sys.}}) \times 10^{-7}$ TeV$^{-1}$ m$^{-2}$ s$^{-1}$ and $\gamma^\text{baseline} = -2.65 \pm 0.04_{\text{stat.}} \pm 0.3_{\text{sys.}}$, with a $\chi^2$ value of 16.6 with 12 degrees of freedom (dof). The FTW spectral fit gives a normalization of $N_0^\text{flare} = (3.53 \pm 0.15_{\text{stat.}} \pm 1.12_{\text{sys.}}) \times 10^{-7}$ TeV$^{-1}$ m$^{-2}$ s$^{-1}$ and a spectral index $\gamma^\text{flare} = -2.72 \pm 0.05_{\text{sys.}} \pm 0.3_{\text{sys.}}$, with a $\chi^2$ value of 10.1 with 12 dof. The fit probabilities are 16\% and 61\%, respectively. These spectral parameters are mutually consistent, implying no change of the TeV flux during the FTW. The systematic uncertainties on the flux normalization
and spectral index are expected to vary slowly with time, and a paper containing a proper
treatment of these uncertainties is currently in preparation.

![Figure A.1: VHE Crab Nebula spectral energy distributions for the flare and non-flare data sets. The SEDs are fit with power-law functions (§ A.3.1). From the limits on the relative flux change above 1 TeV, 4 TeV, and 6 TeV (§ A.4), upper limits on an extra flux component in the flare are computed assuming a spectral index of $-2.4$.](image)

A.3.2 Fermi-LAT

The Fermi-LAT is a pair-conversion telescope sensitive to gamma-ray photons with ener-
gies between 20 MeV and 300 GeV. It has a wide FoV of $\sim2.5$ sr and surveys the entire sky
every three hours. For a complete description of the instrument, see [70, 71].

In order to extract spectral parameters of the Crab, the Fermi-LAT Science Tools
v9r27p1 with P7V6 instrument response functions (IRFs) and the standard quality cuts
described in [72] are used. Two years of “source”-class events with energies between
100 MeV and 300 GeV collected between MJD 54832 and 55562 within 20° of the Crab
are processed with the maximum likelihood fitting routine. A model of the background
is obtained in a binned likelihood analysis by fitting spectral models for all sources in
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the 2FGL catalog within 20° of the Crab in addition to the galactic and isotropic diffuse backgrounds (gal2yearp7v6_v0.fits, iso_p7v6source.txt). Photon arrival times are barycentered with Tempo2 [68] using a publicly-available Jodrell Bank radio ephemeris for the Crab pulsar [224] to allow a selection of the off-pulse phase region 0.48 – 0.88. Under the assumption that emission from the pulsar is negligible in the off-pulse region, spectral parameters for the synchrotron and inverse-Compton components of the Crab Nebula are calculated. These parameters are fixed in the model to allow fitting of the pulsar spectral component after undoing the selection on pulsar phase.

The Crab Nebula synchrotron differential spectrum is parameterized as a power law (PowerLaw2 in the Fermi-LAT Science Tools) of the form

\[
\frac{dN}{dE} = \frac{F_0(\gamma + 1)E^\gamma}{(300 \text{ GeV})^{\gamma+1} - (0.1 \text{ GeV})^{\gamma+1}}.
\]

The fit of the quiescent state yields a synchrotron integral flux above 100 MeV of \(F_0 = (6.40 \pm 0.11) \times 10^{-7} \text{ cm}^{-2} \text{ s}^{-1}\) and photon index of \(\gamma = -3.69 \pm 0.11\), which are consistent with previously published results [e.g., 206].

A similar analysis is done for the FTW. Since the Fermi-LAT carried out a targeted observation of the Crab during the flare, the recommended P7V6MC IRFs and pointed mode data selection criteria are used in this analysis\(^1\). The synchrotron integral flux above 100 MeV for the FTW is found to be \((5.30 \pm 0.13) \times 10^{-6} \text{ cm}^{-2} \text{ s}^{-1}\) with a harder photon index of \(-3.10 \pm 0.05\). A combined spectral energy distribution (SED) showing the Fermi-LAT and VERITAS spectra is given in Figure A.2.

### A.4 Results

A test for variability in the VERITAS FTW light curve (shown in Figure A.3) is performed by fitting the light curve with a constant flux. This fit gives a flux \(> 1 \text{ TeV}\) of \((2.05 \pm \)

\(^1\)http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/Cicerone_Likelihood/Exposure.html
Figure A.2: Combined SED of the Crab Nebula. The baseline Fermi-LAT spectrum (black squares) is averaged over $\sim 5$ years of observations, while the baseline VHE spectrum (blue circles) includes all good data taken outside of the FTW in the 2012 - 2013 VERITAS observing season. The FTW VHE spectrum (red diamonds) shows no significant deviation from the baseline, while the synchrotron spectrum during this period (magenta triangles) exhibits spectral hardening. All spectral parameters given in § A.3.1, A.3.2.

$0.07) \times 10^{-7} \text{ m}^{-2} \text{ s}^{-1}$ with a $\chi^2$ value of 19.1 with 9 dof (probability $\sim 2.4\%$). By fitting a light curve of data taken outside of the FTW, the Crab Nebula is detected with a baseline VHE flux $>1$ TeV of $(2.10 \pm 0.06) \times 10^{-7} \text{ m}^{-2} \text{ s}^{-1}$ with a $\chi^2$ value of 21.7 with 22 dof (probability $\sim 47.8\%$). The FTW flux is thus consistent with the baseline flux and with no statistically significant variability during the flare. An analysis of a subset of the data with energies extending down to $\sim 150$ GeV was also conducted (shown in Figure A.3), however no variability is revealed at these energies.
Figure A.3: *Fermi*-LAT and VERITAS light curves for the March 2013 Crab Nebula flare. The 12-hour binned *Fermi*-LAT light curve (square markers) spans MJD 56330 – 56370. The VERITAS light curves (triangle and diamond markers) span ten nights during the FTW where weather permitted observations. The baseline Crab Nebula synchrotron flux above 100 MeV and average VHE flux above 0.15 TeV and 1 TeV are aligned and are indicated by the solid black line. The vertical scales of the three light curves have been adjusted such that the zero points and baseline fluxes are coincident.
In order to test for correlated Fermi-LAT and VERITAS (> 1 TeV) flux variability in the light curves shown in Figure A.3, a publicly available implementation of the z-transformed discrete correlation function (ZDCF) is employed [225, 226]. The ZDCF method requires a minimum of 12 observations in each light curve for a statistically valid analysis, so two nights of pre-flare VERITAS Crab Nebula observations taken on MJD 56331 and 56339 (February 8 and 16, respectively) are added before the cross-correlation is performed. The zero time-lag bin reported a ZDCF correlation coefficient of

\[ \text{DCF} = -0.07 \pm 0.31 \] (A.3)

which is consistent with no correlation at zero lag. Results for all other time-lag bins are also consistent with no statistically significant correlation.

Relative flux changes during the FTW are calculated for VERITAS and Fermi-LAT. The \( i \)th relative flux change \( \Delta F_{\text{rel.}}^i \) for both VERITAS and Fermi-LAT observations on the \( i \)th night is computed as

\[ \Delta F_{\text{rel.}}^i = \frac{F^i - \overline{F}}{F} \] (A.4)

For VERITAS, \( F^i \) is the average flux for one night. For Fermi-LAT, \( F^i \) is the average flux in one 12-hour time bin centered on midnight Arizona time (MST, 0700 UTC). \( \overline{F} \) is the average non-flare flux from the nebula. The VERITAS and Fermi-LAT relative flux changes for simultaneous observations are shown in Figure A.4. Averaged over the simultaneous observations in the FTW, the relative flux changes are

\[ \overline{\Delta F}_{\text{rel.}}^{\text{VTS}} = -0.026 \pm 0.035 \] (VERITAS > 1 TeV) (A.5)

\[ \overline{\Delta F}_{\text{rel.}}^{\text{Fermi}} = 6.14 \pm 0.38 \] (Fermi-LAT > 100 MeV) (A.6)

From \( \overline{\Delta F}_{\text{rel.}}^{\text{VTS}} \), a 95% confidence level upper limit (UL) is computed for an elevated VHE flux. Given the assumption of a positive and non-zero correlation of Fermi-LAT and
VERITAS flux changes, a Bayesian prior is introduced in the limit calculation that is zero for negative relative flux changes and one elsewhere. This prior is equivalent to invoking the physical constraint that all of the VHE flux changes are at least zero. The upper limit is calculated over the Bayesian interval $[0, x_{up}]$ such that

$$\int_{0}^{x_{up}} \exp \left( \frac{-(\Delta F^{VTS}_{rel} - x)^2}{2\sigma^2} \right) dx = 0.95 \quad (x_{up} > 0)$$

(A.7)

where $\sigma$ is the error on $\Delta F^{VTS}_{rel}$, and the 95% CL upper limit is given by $x_{up}$, which is obtained by solving the equation numerically. Limits are calculated for three different
energy thresholds shown in Table A.1.

Table A.1: 95% CL Bayesian upper limits on the VHE relative flux increase during the flare period for three energy thresholds.

<table>
<thead>
<tr>
<th>Energy band (TeV)</th>
<th>∆F_{rel.}^{VTS} 95% UL</th>
<th>95% CL integral UL at threshold (TeV m^{-2} s^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 1</td>
<td>5.3%</td>
<td>8.7 × 10^{-9}</td>
</tr>
<tr>
<td>&gt; 4</td>
<td>6.8%</td>
<td>5.9 × 10^{-9}</td>
</tr>
<tr>
<td>&gt; 6</td>
<td>37.4%</td>
<td>2.7 × 10^{-8}</td>
</tr>
</tbody>
</table>

By adopting the assumption that the relative flux change seen by VERITAS is linearly related to that seen by the Fermi-LAT during the flare:

\[ \Delta F_{\text{rel.}}^{\text{VTS}} = \alpha \Delta F_{\text{rel.}}^{\text{Fermi}} \]

a constraint on the linear correlation factor \( \alpha \) can be calculated, which can be used to test model predictions. Taking the ratio of the > 1 TeV upper limit and the average Fermi-LAT relative flux change, we find that \( \alpha < 8.6 \times 10^{-3} \) (95% CL) for the average of the ten nights of simultaneous observations. The constraint on \( \alpha \) is also computed night-by-night, though only MJD 56358 gives the slightly better constraint of \( \alpha < 8.1 \times 10^{-3} \) (95% CL).

A.5 Discussion

In this paper we present observations of the Crab Nebula with VERITAS and the Fermi-LAT during the March 2013 flare. The light curve and reconstructed energy spectrum between 1 TeV and 10 TeV do not indicate any flux enhancement at TeV energies, while the flux above 100 MeV was six times elevated during our observations.

Earlier flares had very hard spectra with peak energy reaching up to \( \epsilon_{\text{flare}} \approx 500 \) MeV [206], though in the present flare, a peak could not be resolved in the MeV–GeV spectrum leaving the electron spectrum unconstrained at lower energies. The synchrotron spectrum above 100 MeV is slightly harder than for the quiescent Crab, which may reflect a separate elec-
tron population and/or an increase in the magnetic-field strength in the emission zone that shifts a harder section of a curved synchrotron spectrum into the frequency band accessible with the Fermi-LAT. Neglecting the weak modifications arising from the possibility of mildly relativistic bulk motion, we suggest that some excess electron acceleration took place.

From classical electrodynamics, the Lorentz factor of electrons that would emit 200 MeV synchrotron radiation is
\[ \gamma_{sy} = 3 \times 10^9 \left( \frac{B}{\text{mG}} \right)^{-0.5}, \]  
and their energy-loss rate and life time are
\[ \dot{E}_{sy} = (8 \times 10^{-3} \text{ erg/s}) \left( \frac{B}{\text{mG}} \right), \quad \tau_{sy} = (3 \times 10^5 \text{ s}) \left( \frac{B}{\text{mG}} \right)^{-1.5}. \]  

Assuming a magnetic field of 1 mG in the emission region, similar to that deduced in [209], the flare duration \( \tau_{sy} \) is on the order of a few days, which is consistent with observed flares at a few hundred MeV. If the magnetic field were significantly stronger than 1 mG, the synchrotron lifetime would become very short compared to the flare duration, and so the electron population would need to be continuously replenished to sustain the flare. Thus, the main cause of the synchrotron flare was likely the injection of a large number of excess electrons at PeV energies.

[209] consider a model in which electrons are injected into the magnetic field of the pulsar wind zone and produce synchrotron gamma rays through acceleration in reconnection regions of the magnetic field. Assuming the electrons reach an equilibrium spectrum described by a differential power law with index between 3.0 – 3.6 and with a characteristic cut-off at \( \gamma = 3 \times 10^9 \) for flares, they suggest variability above \( \sim 1 \text{ TeV} \) of roughly 10% with more substantial changes above \( \sim 10 \text{ TeV} \) as a result of inverse-Compton scattering. However, inverse-Compton scattering of soft photons by electrons with Lorentz factors \( \sim 10^9 \) is heavily Klein-Nishina suppressed and would provide gamma rays in the PeV
band, beyond the reach of VERITAS. Excess electrons with Lorentz factors of $\gamma_{IC} \simeq 10^7$ may produce a flux enhancement at TeV energies, but the non-detection with VERITAS poses challenges for this model and thus constrains the number of electrons with Lorentz factors of $\gamma_{IC}$.

The number of electrons with Lorentz factors of $\sim 3 \times 10^9$ can be estimated as

$$N_{e, sy} = \frac{L_{sy}}{E_{sy}} \simeq 6 \times 10^{37} \left( \frac{B}{\text{mG}} \right)^{-1},$$

(A.11)

where $L_{sy}$ is the synchrotron luminosity at 200 MeV. To calculate the number of electrons that may inverse-Compton scatter soft (infrared, IR) photons into the TeV band, we need to know the density of low-frequency radiation in the nebula. To this end we use $L_{soft} \sim 10^{37}$ erg s$^{-1}$ [227] as the pulsar wind nebula (PWN) luminosity in IR photons, $\epsilon_{soft} \sim 0.1$ eV as the photon energy, and $d_{PWN} \sim 1$ pc as the characteristic size of the Crab Nebula. The density of IR photons is then

$$n_{soft} \simeq \frac{L_{soft}}{4\pi d_{PWN}^2 \epsilon_{soft} c} \simeq 20 \text{ cm}^{-3}.$$  

(A.12)

Using the upper limit on an extra flux component $>1$ TeV given in Table A.1, we find that the inverse-Compton luminosity $L_{IC} \lesssim 4 \times 10^{32}$ erg s$^{-1}$. The number of electrons that upscatter photons to TeV energies is given by

$$N_{e, IC} = \frac{L_{IC}}{\sigma_T n_{soft} c \times \gamma m_e c^2},$$

(A.13)

where $\sigma_T$ is the Thomson cross-section. Ignoring the moderate Klein-Nishina suppression (the kinematic parameter $4 \epsilon_{soft} \epsilon_\gamma / (m_e^2 c^4) \simeq 10$), the upper limit derived on excess TeV gamma rays corresponds to at most

$$N_{e, IC} (\gamma \approx 10^7) \lesssim 10^{44}.$$  

(A.14)
Assuming for ease of exposition that the spectrum of excess electrons follows a power law, 
\[ N_e(\gamma) \propto \gamma^{-s}, \]
the corresponding constraint on the spectral index is
\[ s \lesssim \frac{6.2 + \log \left( \frac{B}{\text{mG}} \right)}{2.5 - \frac{1}{2} \log \left( \frac{B}{\text{mG}} \right)}, \]  
(A.15)
which permits \( s \approx 2.5 \) for the fiducial magnetic-field strength of 1 mG. This index is harder than that assumed by [209] and constrains the number of electrons that may be responsible for the Crab flare. Future observations with VERITAS or next-generation telescope arrays will likely provide more stringent constraints.
APPENDIX B
MEASURING THE SHAPES OF PULSES IN THE VERITAS ELECTRONICS

The goal of this project was to determine and quantify idiosyncrasies (e.g., nonlinear effects) in the electronics chain used on site at VERITAS. This chain comprises the photomultiplier tube (PMT) and the FADC used to digitize the pulses from the PMT. Such effects must be taken into account in simulations of the electronics chain of VERITAS for an accurate energy reconstruction to be possible.

B.1 Experimental Setup

A PicoQuant 638 nm pulsed laser (model LDH 8-1-469) was triggered at 200 Hz by a Stanford delay/pulse generator (model DG535). The laser fired picosecond pulses of red light through a series of up to three Edmund Optics non-reflective visible neutral density filters (model 64-352; contained optical densities 0.5, 0.6, 0.9, 1.0, 1.3, 1.5, 2.0, 2.5, 3.0) into a spare VERITAS PMT (both Hamamatsu and Photonis tubes were tested). The optical density (OD) of a neutral density filter tells the percent transmission $T$ by

$$T = 10^{-\text{OD}} \times 100.$$  \hspace{1cm} (B.1)

All of the aforementioned components were secured to a black base using optical mounts. The PMT pre-amplifier was biased at ±5 V, and the high-voltage was set to 800 V for the Hamamatsu PMT and 1000 V for the Photonis. The charge-injection line was terminated at 50 $\Omega$ to avoid signal pickup. The coaxial signal cable was connected to a spare 75 $\Omega$ VERITAS cable procured from D. Kieda (University of Utah), which connected to the FADC or oscilloscope with 75 $\Omega$ terminator. A flat-black metal casing was placed over the components on optical mounts to ensure darkness in the enclosure. Lastly, a black cloth
was placed over the enclosure to further reduce contamination by stray light. A picture of the experimental setup is given in Figure B.1.

Figure B.1: Laser setup in J. Buckley’s lab at Washington University in St. Louis. Pictured are the PicoQuant pulsed 638 nm laser (left), adjustable neutral density filter wheel (middle-left), secondary filter holder (middle-right), and Hamamatsu PMT (right).

B.2 Procedure

Traces from the PMT for each optical density configuration were recorded on the oscilloscope before being recorded in the FADC. Ten traces in the FADC were recorded by hand using the program testfadc to dump the raw data to a terminal and copy-pasting to a file; there did not appear to be any evident means to automate this process. A total of 128 samples were read out for each recorded pulse. The average pulse amplitude for each
configuration was then calculated by assuming one pulse as a template and then aligning the other pulses for averaging (this eliminates effects due to timing jitter).

B.3 Results

There are two main results that have been better quantified by this study:

- Saturation of pulses at 255 digital counts in the high-gain regime of the FADC
- Nonlinearity in the low-gain regime.

These results are illustrated in Figure B.2 and Figure B.3. Example traces that can be used in a template-matching method in the simulations are shown in Figure B.2, Figure B.3, and Figure B.6.

The results shown here were later improved in work done by former graduate student T. Nguyen (Georgia Tech) using a larger set of OD filters in order to obtain a finer sampling of templates. These templates are now in use in the Camera And Readout Electronics (CARE) simulation package, which is maintained by N. Otte (Georgia Tech) and will improve the energy reconstruction of the VERITAS analysis.
Figure B.2: High-gain amplitude response across varying levels of light for the Hamamatsu PMT. The straight, red lines are linear fits to the data points for high gain (and the same for low gain shown in Figure B.3). The black points are average amplitudes for one light level (or equivalently, one OD value), whereas the red points are computed by adopting one trace as a template, fitting each recorded trace for the given OD with a Gaussian, and time-shifting and amplitude-scaling to best match the template trace before averaging. The FADC maximum is shown as the dashed black line, and note that the red points extend beyond the FADC maximum since the truncated traces are all fit with Gaussian shapes.
Figure B.3: Low-gain amplitude response across varying levels of light for the Hamamatsu PMT. The red points are computed in the same manner described above. The pulse amplitudes clearly do not follow a linear progression.

Figure B.4: Average high-gain pulse shape obtained from averaging all recorded traces.
Figure B.5: Average low-gain pulse shape obtained from averaging all recorded traces in the low-gain linear regime.

Figure B.6: An example of a low-gain trace in the nonlinear regime where significant pulse broadening can be seen.
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