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Abstract

Understanding the nature and identity of dark matter (DM) is a key goal in

the physics community. As weakly interacting massive particles (WIMPs) interact

only through gravity and the weak nuclear force they are popular candidates for the

identity of DM. WIMPs are a particularly attractive candidate due to the so called

”WIMP Miracle” which states that the predicted relic abundance of a WIMP DM is

the same as the measured abundance of DM measured in the Universe today. Cer-

tain DM theories suggest that WIMPs may decay or annihilate into standard model

particles with electromagnetic radiation up to very-high-energy (VHE) gamma-rays

(greater than 100 GeV) produced in the process. The Very Energetic Radiation

Imaging Telescope Array System (VERITAS) is an array of four imaging atmo-

spheric Cherenkov telescopes (IACTs) that can indirectly detect VHE gamma rays

in an energy range of 100 GeV to > 30 TeV, making it an ideal instrument to de-

tect signatures of DM decay or annihilation. Dwarf spheroidal galaxies (dSphs) are

chosen as the targets of this search for WIMP DM due to their high dark matter

content and their low gamma-ray fluxes from other processes. The goal of this thesis

is to use the full VERITAS dSph data set to derive the improved upper limits on

the WIMP annihilation cross section to date. The newly implemented VERITAS

image template method (ITM) is used to improve gamma-ray sensitivity during the

analysis of each dSph. The DM mass range on which the upper limits are placed is

extended beyond the unitary limit of a point-like DM particle by assuming above this

mass limit DM particles are no longer point-like but instead have a geometrical cross

section. This allows upper limits to be placed on the annihilation cross section of

DM masses up to 10s of PeV as well as on the geometrical cross section of composite

DM particles above ∼ 100 TeV. This thesis also investigates the benefits of treating

dSphs as largely extended sources in order to contain a larger fraction of their DM

content. This required an investigation into maximum angular cut possible with the

current VERITAS analysis pipeline. In order to complete these analyses a method

of deriving the VERITAS point-spread function was required. This was initially

performed in the absence of gamma-ray simulations using observations of the Crab

Nebula and later with said gamma-ray simulations. The upper limits derived in
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this thesis are the first results presented using the most state-of-the-art, physically

motivated J-Factors. Despite these J-Factors predicting lower DM densities in most

dSphs, the limits derived are the most constraining limits from an indirect search in

dSphs with the largest DM mass range. The extended-source analysis in this thesis

uses the largest angular cut to date on dSphs and shows the benefits of such an

analysis.
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1 Introduction

The field of TeV astronomy has a short but impactful history. The first TeV gamma-

rays were detected by the Whipple collaboration in 1989 using the Whipple 10-

meter gamma-ray telescope (Weekes et al. 1989). These gamma rays were seen

coming from the Crab Nebula which is one of the brightest steady sources in the

gamma-ray sky and is still well studied to this day (Bühler and Blandford 2014).

In the early days there remained very few known TeV gamma-ray sources but as

observations continued more sources were discovered. Some notable early discoveries

include the active galaxy Markarian 421 (Mrk 421) (Punch et al. 1992) and the

detection of TeV gamma rays from the blazar Markarian 501 (Mrk 501) (Quinn et

al. 1996), both of which were discovered at the Whipple Observatory. In the years

since, more modern TeV observatories have been able to detect many more sources

of TeV gamma rays. These sources are some of the most energetic galactic and

extragalactic objects such as active galactic nuclei (AGN) (Netzer 2015), gamma-

ray bursts (GRBs) (Fishman and Meegan 1995) and stellar explosions. Some of the

main science goals of TeV astrophysicists include investigating the mechanisims and

enviornments that are allow partices to be accelerated to such high energies, the

search for the origins of cosmic rays, understanding transient events such as GRBs

and understanding the central engines and jet physics of AGN. In recent years

gamma-ray experiments have worked along side experiments such as gravitational

wave (Adams et al. 2021) and neutrinos detectors (Acharyya et al. 2023) in an aim to

find gamma-ray counterparts to such events. Finally TeV gamma rays can be used

to investigate fundamental physics topics such as the potential for Lorentz invariance

violations are high energies, the existence of exotic particles such as Axions or Axion

like particles and the identity of dark matter (DM).

Understanding the nature and identity of DM has been an outstanding scientific

problem since its discovery by Zwicky in 1933. DM is currently believed to make

up roughly 85% of mass in our universe and as a result the majority of matter in

our universe is of unknown origin. Despite this the only observational evidence for

the existence of this matter comes from gravitational interactions. Without the

existence of DM current physics theory could not explain the mass and dynamics
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of galaxies or the evolution of the universe to its current state. As DM is believed

to be of non-standard model origin the discovery of it would lead to major changes

in the field of particle physics by potentially introducing a whole new category of

particles or changing current understanding of fundamental physics. There is also

the possibility that there is in fact no DM but instead current gravitational theory

is not complete at astronomical levels. The disproof of the existence of DM would

therefore have a major impact on a heavily relied upon area of physics.

One of the leading candidate DM particles is the Weakly Interacting Massive

Particle (WIMP). WIMPs arise from many Standard Model (SM) extensions, for

example and most notably in Supersymmetry. WIMPs are postulated to have an

interaction cross-section no larger than the cross-section for the weak interaction

and mass in the range of 10 GeV to 10s of TeV and to have formed during the early

universe with their current abundance as a result of a ”freeze-out”. WIMPs are a

popular theory due to their predicted relic abundance matching the measured DM

abundance in the universe today in what is known as the ”WIMP miracle”. The

WIMP model is also attractive to physicists as it predicts a particle-DM instead of

other more exotic solutions.

DM searches fall under three different categories: direct, indirect and production.

Direct-detection experiments attempt to observe collisions between SM and DM par-

ticles, whereas indirect detection may be made via the observations of gamma rays

produced in the decay or annihilation of WIMPs to SM particles. Finally, the col-

lider experiments use collisions between standard model particles in an attempt to

produce DM. The most favourable targets used in indirect WIMP DM searches

will have a large DM content and minimal gamma rays produced from other astro-

physical processes. For this reason dwarf spheroidal galaxies (dSphs) are popular

targets of observations. DSphs are predicted to have a large DM content, a high

mass to luminosity ratio and a negligible astrophysical background. To date there

have been several indirect searches for gamma-ray products of WIMP annihilation

and/or decay carried out by the current state-of-the-art gamma-ray observatories

Fermi-LAT, H.E.S.S., MAGIC, HAWC and VERITAS, leading to constraints on the

thermally-averaged cross section and the decay lifetime.
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2 The Imaging Atmospheric Cherenkov Technique

Unlike space-based gamma-ray telescopes or ground-based optical and radio tele-

scopes which directly detect photons, ground-based gamma-ray telescopes indirectly

detect gamma rays via showers of relativistic charged particles produced through

interactions between the gamma ray and the Earth’s atmosphere. The air shower

will produce a light pool of Cherenkov radiation with a ground radius of ∼ 130

m. The maximum emission of Cherenkov radiation occurs at the point with the

largest number of cascaded particles which for energies between 100 GeV and 1

TeV is ∼ 10 km. Imaging atmospheric Cherenkov telescopes (IACTs) must have a

large light collection area, a means to differentiate gamma-ray induced Cherenkov

showers from cosmic ray background light and the ability to reconstruct the energy

and incident direction of a photon. In order to do this, IACTs are designed with

large mirrors (∼ 100 m2) to allow for a large light collection area, cameras built

from PMTs in order to capture the nanosecond flashes and are often built in pairs

or arrays to incorporate array-level stereoscopic shower reconstruction techniques.

The image seen as a result of a gamma ray by an IACT will be a narrow ellipse,

which differs from those produced by background cosmic rays. The major axis of the

image ellipse describes the vertical extension of the shower as well as points in the

direction of the source position, this means that with the use of multiple telescopes

observing the same shower the source location can be inferred from the intersection

of these directions. The shower height can then be estimated from the distance of

the shower location (on the ground plane) to each telescope, this parameter is known

as the impact parameter. See Figure 1 for a visual representation of an IACT array

observing a Cherenkov shower. The first detection of a gamma-ray source using

the IACT technique was achieved when the Crab Nebula was successfully detected

above the background by the Whipple collaboration using the 10 m telescope at

Fred Lawrence Whipple Observatory (Cawley et al. 1985), which is the current day

location of the VERITAS telescope array. Since then the field of IACTs has grown

greatly with the IACT technique still used in modern active experiments such as

VERITAS (Holder et al. 2008), MAGIC (Albert et al. 2008) and H.E.S.S (Hinton

and HESS Collaboration 2004). An alternative to the IACT method is the water
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Figure 1: A Cherenkov light pool originating roughly 10 km above Earth falling on
an array of 3 IACTs. Upper right shows examples of the images that will be seen
by each telescope and how the core location of the shower is reconstructed. Credit
: VERITAS Collaboration

Cherenkov method. This method uses tanks of water instead of the atmosphere

to induce Cherenkov radiation. Each tank of water will also contain an array of

detectors which image the induced Cherenkov radiation. The most notable active

experiment which employs this method is HAWC (Fuente et al. 2013).

2.1 Extensive Air Showers

An extensive air shower (EAS) is a shower of secondary particles produced when

a particle such as a gamma ray, lepton or hadron enters the Earth’s atmosphere.

When a gamma ray enters and interacts with the atmosphere it will undergo a pair

production process : producing an electron-positron pair. The electron-positron

pair produced will have equal energies and if the energy of gamma ray is much

greater than the rest-mass energy of the electron-positron pair they will travel in

the same direction as the gamma ray. Following this, the electron and positron will

begin to produce secondary photons via bremsstrahlung where upon deflecting off

of atomic nuclei the particle will emit the energy lost through the deflection in the

form of a photon. The electron or positron will continue to undergo this process
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producing more gamma rays, while at the same time the produced gamma rays will

undergo pair production thus producing more electron-positron pairs. This cycle

of processes will continue until the energy of the photons are lower than that is

required for pair production to occur and thus halting the production of electron-

positron pairs and further secondary photons. The minimum energy required for a

gamma ray to undergo pair production is 2mec
2 or 1.022 MeV and the minimum

energy required for bremsstrahlung is ∼84 MeV. As the energy of the secondary

particles will decrease with each process it means that the maximum number of

particles seen in a shower is dependent on the energy of the initial incident particle.

A projection of a gamma-ray induced Cherenkov shower and a cosmic-ray induced

Cherenkov shower can be seen in Figure 2. The average distance travelled by a

particle before it undergoes bremsstrahlung is known as the radiation length or X0,

this distance describes the distance travelled after which a photon will lose 1
e

of

its original energy through radiation. In our atmosphere X0 for bremsstrahlung is

X0 = 36.62 g cm−2 which is 7/9 of the mean free path for pair production. This

results in both pair production and bremsstrahlung occurring after similar particle

distances travelled. Since at the average height of the atmosphere it’s density is

∼1033 g cm−2 and since the initial pair production process must occur very close

to the top of the atmosphere, a particle shower will undergo roughly 28 radiation

lengths and therefore any showers seen at ground level must have been produced by

a highly energetic particle. As mentioned in Section 2.3 any charged particle in the

EAS which is above the required threshold will produce Cherenkov radiation during

this process.

2.2 Hadronic Showers

An EAS can also be induced when leptons or hadrons enter the atmosphere. For

example most hadrons upon interacting with the Earth’s atmosphere, will produce

pions (π0, π+ and π−). The π0 will quickly decay into two gamma rays which will

then undergo pair production followed by bremsstrahlung and thus producing an

EAS which is nearly indistinguishable from a shower produced by a single gamma

ray. This becomes a source of background for an IACT. Charged pions (π+ and
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Figure 2: A comparison between the EAS produced by a gamma ray and one pro-
duced by a hadron, where the hadronic component is shown is blue, muon component
in green and electromagnetic component in red (Häffner 2014).
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Figure 3: Simulation of a Cherenkov shower at ground level produced by a 300 GeV
gamma ray. Purdue/DePauw Universities

π−) on the other hand will produce muons who are also a source of Cherenkov

radiation. It is also possible for cosmic electrons and positrons to interact with the

atmosphere and induce an EAS, these showers will once again appear similar to those

initially produced by a gamma ray and as a result will add to the background. A

common difference between showers produced by gamma rays and those produced by

hadrons is the distribution and development of the showers. Due to their significant

transversal momentum the showers produced by hadrons can be often spread over

a larger area and clumpy, Figures 3 and 4 show examples of both a gamma ray and

hadronic shower projected onto the ground plane.

2.3 Cherenkov Radiation

It is not uncommon for charged particles such as electrons and positrons to move

faster than the speed of light in media such as water where the speed of light is slowed

down by roughly 25%. In the realm of very high-energy astronomy, Cherenkov
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Figure 4: Simulation of a Cherenkov shower at ground level produced by a 900 GeV
proton. Purdue/DePauw Universities
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radiation is emitted when a high-energy gamma ray or cosmic ray interacts with

our atmosphere and produces secondary charged particles which travel faster than

light in the medium. A charged particle travelling in a dielectric medium will induce

polarisation in the medium. This is because as the charged particle passes particles

within the medium, the particles in the medium are briefly excited. These particles

then return to their ground-state via the emission of photons. In cases where the

charged particle has a velocity v < c
n

where c is the speed of light and n the refractive

index of the medium, the polarisation around the charged particle will be close to

symmetric. The emitted waves will not undergo any interference and will not be

visible due to their low intensity. On the other hand, if the charged particle has a

velocity greater than the speed of light in the medium, i.e. v > c
n

the polarisation

will be no longer symmetric as the medium’s particles do not have time to return

to their base states resulting in the emitted waves overlapping. The overlapping

waves will undergo constructive interference leading to visible cones of light known

as Cherenkov radiation (Jelley 1955). This process is not dissimilar to the processes

that cause sonic booms when sound waves produced by a body travelling faster

than the speed of sound cannot propagate forward and instead produce a shock

wave known as a sonic boom. The cone of Cherenkov light is produced with an

angle from the initial particle of

cos θ =
1

βn
(1)

where β = v
c

and n is once again the refractive index of the medium. For a 1

TeV primary gamma ray this pool of Cherenkov light has a photon density of ∼ 100

photons m−1 (Holder 2015). By looking at the factor of n alone we can see that the

Cherenkov angle will decrease with increasing height as the refractive index of air

decreases with altitude. A sketch of how a Cherenkov wave front is produced, with

the Cherenkov angle highlighted is shown in Figure 5.

This means that a Cherenkov emission at an altitude of roughly 10 km will have

a ground radius of roughly 120 m. This fact was used by VERITAS collaboration

when choosing the locations for each telescope. Each telescope is positioned roughly

100 m from one another to ensure showers will be seen by multiple telescopes to allow
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Figure 5: A visualisation of the Cherenkov angle. The horizontal blue line is the
trajectory (left to right) of the charged particle traveling at speed v. The blue
circles are individual wavelets formed by the passing of the particle. As the wavelets
undergo constructive interference the wave front (diagonal lines) is emiited at an
angle θ from the charged particle’s trajectory. Credit : PhysicsOpenLab
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for stereoscopic views of each shower. This spacing between telescopes also helps

to reject local background muons as their Cherenkov light cones are only seen by a

single telescope. The spectrum of Cherenkov light which peaks at short wavelengths

(UV-blue) is described by the Frank-Tamm equation (Frank and Tamm 1937) :

δ2N

δxδλ
= 2πα

1

λ2

(
1− 1

β2n2 (λ)

)
(2)

where α ≈ 1/137 is the fine-structure constant and x is the unit distance travelled

by the particle.

2.4 Current Ground-Based Gamma-ray Observatories

Current ground-based gamma-ray observatories fall into two categories, Imaging At-

mospheric Cherenkov Telescopes (IACTs) and water Cherenkov detectors (WCD).

Current IACTs include the Very Energetic Radiation Imaging Telescope Array

System (VERITAS) (Holder et al. 2008), the High Energy Stereoscopic System

(H.E.S.S.) (Hinton and HESS Collaboration 2004), the Major Atmospheric Gamma

Imaging Cherenkov Telescope (MAGIC) (Albert et al. 2008) and the future Cherenkov

Telescope Array (CTA) (Acharya et al. 2013). The currently active water Cherenkov

detector are the High Altitude Water Cherenkov Experiment (HAWC) (Fuente et al.

2013) and the water Cherenkov detector array (WCDA) at the Large High Altitude

Air Shower Observatory (LHAASO) (Ma et al. 2022). IACTs are telescopes with

rapid cameras and large collection areas designed to observe nanosecond pulses of

Cherenkov radiation that are induced by gamma rays when they interact with the

Earth’s atmosphere. Water Cherenkov detectors instead use water pools to detect

charged relativistic particles as they pass through the water. One of the key differ-

ences between IACTs and water Cherenkov detectors is their fields-of-view, IACTs

are pointing telescopes with fields of view on the order of 3◦ to 5◦ which gives them

a greater sensitivity and angular resolution than water Cherenkov detectors. On the

other hand water Cherenkov detectors have fields-of-view of ∼ 1.5 str which means

although they have a lower sensitivity they can operate as survey instruments that

can observe a large number of targets at once. As water Cherenkov detectors use
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water pools to detect Cherenkov radiation they are capable of operating during day-

time leading them to have duty cycles of close to 100%. This also makes them great

survey instruments and leads to a higher likelihood of detecting transient events

such as gamma-ray bursts or gravitational wave events.

2.4.1 Imaging Atmospheric-Cherenkov Telescopes

VERITAS is an array of four 12 m IACTs located in southern Arizona, USA that

began full array operations in 2007. VERITAS has an energy range of 85 GeV to >

30 TeV and is the instrument used in this thesis.

H.E.S.S. is an array of four 12 m IACTs and a fifth 28 m telescope located in

Khomas Region, Namibia that began operations in 2004 with the 28 m telescope

being added in 2012. H.E.S.S. has an energy range of 30 GeV to > 10 TeV, the

lower energy range is achieved by the addition of the larger 28 m telescope.

MAGIC is a pair of two 17 m telescopes located on the island of La Palma, Spain

that began operations in 2004. Due to its large mirrors and high altitude (2200 m)

MAGIC is more sensitive to lower-energy gamma rays and has an energy range of

50 GeV to > 10 TeV.

CTA is an array of more than 60 IACTs that is currently under construction.

CTA will have telescopes located at two sites, the island of La Palma, Spain in the

northern hemisphere and Paranal, Chile in the southern hemisphere. CTA will be

sensitive to gamma rays in an energy range of 20 GeV to > 300 TeV, this energy

range is achieved by the use of three different sizes of telescope.

2.4.2 Water Cherenkov Detectors

HAWC is an array of 300 water Cherenkov detectors located on the flanks of the

Sierra Negra volcano in Puebla, Mexico. It is the successor to the Milagro gamma-

ray observatory (Yodh 1997) and began operations in 2015. HAWC has an energy

range of 100 GeV - 100 TeV and a field-of-view covering 15% of the sky which allows

it to observe 2/3 of the sky in a 24 hour period.

The WCDA at LHAASO is an array of 3,120 water Cherenkov detectors located

in Daocheng, Sichuan province, P.R. China which began operations in 2019. The
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WCDA alone has an energy range of 100 GeV - 30 TeV but when combined with the

other instruments used in the experiment (the 1.3 km2 array (KM2A) of electromag-

netic particle and muon detectors, the 18 wide field-of-view air Cherenkov telescopes

(WFCTA) and a newly proposed electron-neutron detector array (ENDA)) the ob-

servatory has an energy range of 200 GeV - 1 PeV.

2.4.3 Summary

Some of the key differences between IACTs and water Cherenkov detectors are their

angular resolution, the energy range in which they’re most sensitive and the times

at which they can observe. These differences will present themselves differently

depending on the type of study performed with each instrument but there are some

generalities. As IACT experiments often utilise arrays of telescopes, it is possible

to produce stereoscopic views of each gamma-ray shower. The use of stereoscopic

views means triangulation can be used to more accurately determine the direction

from which the gamma ray came. This leads to a better angular resolution and

the ability to more precisely localise gamma-ray sources. While water Cherenkov

detectors have a lesser angular resolution due to instrument characteristics this

comes with the benefit of a large effective area and energy threshold, both of which

are at least in part due to their large scale. As the energy of an incident gamma

ray increases as will the size of the shower produced, this means that at a certain

size an instrument’s camera will become saturated and any images larger than this

will all appear the same size. This determines the upper bound of the energy

threshold of the instrument. As the collection area and FoV of water Cherenkov

detectors is greater than that of IACTs, water Cherenkov detectors can successfully

reconstruct gamma rays from larger shower images and as a result have a greater

energy threshold. One of the key limitations to the lower energy threshold of ground-

based gamma-ray telescopes is the gamma ray being energtic enough to penetrate

deep enough into the atmosphere. In order to observe gamma rays below these

energies telescopes must be placed above the atmosphere and be directly observed.

For example, the Fermi Gamma-ray Space Telescope (Moiseev et al. 2007) is a space

based telescope with an energy range of 20 MeV to more than 300 GeV - a ideal

range to complement that of IACTs and water Cherenkov detectors. Much like

13



water Cherenkov detectors space based detectors like the Fermi Gamma-ray Space

Telescope observations are not affected by day or moonlight and as a result have a

duty cycle of nearly 100%.
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3 VERITAS

The Very Energetic Radiation Imaging Telescope Array System (VERITAS) is an

array of four 12-meter diameter IACTs located at the Fred Lawrence Whipple Ob-

servatory (FLWO) in southern Arizona which has an altitude of 1268 m. VERITAS

has been in full array operation since 2007 and is currently funded to operate through

the year 2025. Located at the reflector focal point, the camera in each telescope is

made up of 499 photo-multiplier tubes (PMTs) onto which the hexagonal mirrors

focus the images. PMTs are used in the camera due to their fast response. Each

pixel has a field of view (FOV) of ∼ 0.1◦ which gives the array a total FOV of 3.5◦.

VERITAS can indirectly detect gamma rays in the energy range of 100 GeV to >30

TeV, it has an energy resolution of 17% for a 1 TeV photon and can achieve a 5 σ

detection of a source with 1% the flux of the Crab Nebula in ∼ 25 hours of observa-

tions. There have been 6 VERITAS configurations (V1 - V6), the work in this thesis

focuses on V4 (the beginning of four telescope operations in 2007) onward. A major

hardware improvement occurred in the summer of 2009 in which telescope 1 was

moved from its initial location to its current, a visualisation of the past and current

positions of the telescopes can be seen in Figure 6. This move resulted in a more

symmetrical array and a 30% improvement in sensitivity (Perkins, Maier, and VER-

ITAS Collaboration 2010). Following this, in the summer of 2012 all four telescopes

underwent a camera upgrade. This camera upgrade consisted of replacing all 499

PMTs in each camera with new high-quantum-efficiency PMTs resulting in a 50%

increase in photon-detection efficiency and a 30% reduction in triggering threshold

(Kieda 2013). As mentioned, these major upgrades break up the timeline of VERI-

TAS’s operations from V4 onward into 3 epochs, namely: V4 (01/September/2007 -

31/August/2009) - which ran from the beginning of four-telescope operations until

the relocation of telescope 1, V5 (01/September/2009 - 31/August/2012) - which ran

from the relocation of telescope 1 until the four-telescope camera upgrade and V6

(01/September/2012 - present) - which has been running from the camera upgrades

until today.
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Figure 6: The locations and distances between telescopes both before the relocation
of T1 (Blue) and after (Red)

3.1 Optical Support Structure and Mirrors

Each VERITAS telescope consists of an altitude-over-azimuth positioner and a tubu-

lar steel optical support structure (OSS). The OSS is a space frame of ∼ 12m in

diameter and the camera is mounted on a counter-weighted quadropod. The VERI-

TAS telescopes are capable of slewing at speeds up to 1◦ per second but is limited to

∼ 0.3◦−0.5◦ per second during operations. A picture of a VERITAS telescope where

the OSS, mirrors and positioner are shown in Figure 7. Each of the four VERITAS

telescopes contain a Davies-Cotton optical support structure (Davies and Cotton

1957) with a 12 m aperture reflector. Each reflector contains 350 hexagonal mirrors

giving the telescope a total collection area of∼100 m2. Hexagonal mirrors are used in

order to minimise the deadspace between mirrors. Multiple mirrors are chosen over

a single dish in order to avoid having to account for the weight and cost of a single

mirror when designing the OSS, it also allows for the removal of individual mirrors

for cleaning, recoating or replacement. Each mirror is made of polished glass which

is aluminised and anodised. As the mirrors are not covered they undergo gradual

degradation due to exposure to dust and sand in the local environment. For this

reason the mirror reflectivity is regularly measured and mirrors are often cleaned

and sometimes recoated, a plot showing the reflectivity of newly coated and cleaned

mirrors can be seen in Figure 8. Each mirror of a VERITAS telescope is manually
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Figure 7: An image of a VERITAS telescope showing the mirror structure.
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Figure 8: The VERITAS mirror reflectivity shown as a function of wavelength from
(Roache et al. 2008)

aligned in order to allow the separate mirrors to act as a single dish. The mirrors

are aligned using the ”raster” scan method (McCann et al. 2010).

3.2 The VERITAS Cameras

Each VERITAS camera is made up of 499 PMTs housed in a 1.8 m square box.

The PMTs used in the first VERITAS cameras were Photonis 2.86 cm diameter,

UV sensitive PMTs (model XP2970/02), which were replaced in 2012 by Hama-

matsu R10560-100-20 MOD PMTs. The new high-quantum efficiency (hQE) PMTs

increased the QE from ∼20% to ∼35%. In order to maximise the light collection ef-

ficiency of the camera the PMTs are arranged in a hexagonal pattern, the remaining

gaps between pixels are accounted for by the addition of 499 Winston light concen-

trator light cones (Winston 1970) which are attached to the front of the VERITAS

cameras. Figure 9 shows the arrangement of the pixels and lightcones in a VERITAS
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Figure 9: An image of the VERITAS camera showing the hexagonal light cones atop
the PMTs which make up the 499 pixels. - VERITAS Collaboration

camera. The typical high voltage (HV) of each PMT is 900 kV.

3.3 The Trigger System

In order to reduce the rate of background events triggered by fluctuations in the night

sky background (NSB) or cosmic rays VERITAS employs a 3 level triggering system

(Weinstein 2008). Level 1 (L1) is at single pixel level, Level 2 (L2) is at the camera

level and finally Level 3 (L3) is at array level. The L1 trigger system in each camera

is made up of 499 custom designed Constant Fraction Discriminators (CFDs) (Hall

et al. 2003) (one for each PMT). The CFD’s employ a constant fraction threshold

in order to reduce timing jitters that are caused by changes in the NSB leading to
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different pulse amplitudes. After passing through a pre-amplifier, the PMT outputs

are sent to the input of the CFD. The CFD then triplicates the signal. The first

of the triplicated signals is passed through a threshold discriminator (TD) which

will trigger if the signal reaches a programmable threshold voltage (usually 45 mV).

During non-standard observations the CFD threshold is changed to account for the

altered conditions, for example the value is increased to 65 mV during low-moonlight

conditions. The increase in threshold value will decrease the number of false positive

triggers which are caused by the increased background from the moonlight. The

second is attenuated by a fraction and the third is inverted and delayed. The

second and third signals are then passed to a zero crossing discriminator (ZCD)

which sums the two signals and finds the time at which the summed signal reaches

a given fraction of the total signal. A rate feedback loop is applied in real-time to

allow for automatic adjustments to the CFD trigger rate under varying noise levels.

When a pixel signal surpasses the triggering threshold it is considered a triggered

pixel.

At L2, the output from each CFD is passed to a topological trigger system. Here

patterns of 3 or more adjacent pixels which all triggered within 6 ns of one another

are searched for, if found an L2 trigger is achieved. This removes L1 triggers that

were caused by NSB events or PMT fluctuations.

Finally at L3 co-incident triggers from multiple telescopes are searched for. L3 is

triggered when it receives L2 signals from more than one telescope within a window

of ∼50 ns. This timing accounts for the travel time of the signal from the telescopes

to a central trigger machine and arrival time delays which are dependent on the

telescopes pointing. The L3 trigger will reject single telescope L2 triggers which my

occur due to background muons and NSB variations. Upon an L3 trigger occurring,

a signal is sent to each telescope to begin a data read out. At this point while the

data is being read out no new triggers can occur which leads to some dead time.

Figure 10 shows the L2 trigger rates for each telescope and the L3 trigger rates

under dark sky conditions.
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Figure 10: A bias curve showing trigger rates with respect to the CFD threshold
taken under dark sky conditions. The L2 rates for each telescope (Green, red, yellow
and black for T1, T2, T3 and T4 respectively) are shown as well as the array level
L3 rates (Blue).

3.4 Data Acquisition

The flash-analogue-to-digital converters (FADCs) (Rebillot et al. 2003) continuously

digitise the analogue signals received from the PMTs at a rate of 500 MSamples/sec.

The digitised pixel signals are stored in a ring buffer which has a memory depth of

32 µs. Each FADC board contains 10 channels each of which receives a signal from a

single pixel, meaning each telescope’s camera (499 pixels) requires 50 FADC boards.

The FADC boards are housed in four VME crates. The FADCs have both a ”high”

gain and ”low” gain channel where a gain level is applied. So long as the ”High”

gain channel remains unsaturated the signal is digitised and written to the buffer

memory, in cases where the ”High” gain channel becomes saturated, the ”Low” gain

signal is digitised and written to the buffer memory. Upon an L3 trigger occurring

a signal is sent to each telescope’s data acquisition system to tell it to read out the

previous 24 samples of signals from the camera - during this time buffering must

stop and will only resume when the memory buffer is completely read out. The

FADC buffer is read out by the VME Data Acquisition (VDAQ) which buffers the

pixel-level events before passing them onto the telescope-level Event Builder as well
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as the event number, type and CFD trigger rates. To handle fluctuations in the NSB

the FADC is offset by a value known as the pedestal value. This offset is applied

as the FADC is AC-coupled which allows for the measurement of signal fluctuations

around the pedestal value. To measure the NSB with the use of the pedestal,

artificial events known as pedestal events are measured by forcing the telescopes to

trigger in the absence of a real event. These artificial events occur at a rate of 3

Hz. From these artificial events a measure of the NSB can be found by measuring

the signal variance with respect to the pedestal as measured by the FADC, this is

the pedestal variation (pedvar). The pedvar is estimated from 3 minute averages of

pedestal events to account for variation in the NSB over time. The Event Builder

can now combine events from each VME crate in order to produce telescope-level

events. These telescope-level events are then transferred to the Harvester which

will combine the telescope-level events into an array-level event. As this occurs the

Harvester also displays a real-time ”Quicklook” analysis of the data which can be

used by observers to determine a source’s current state. Finally, the data for each

individual run (usually 15-30 minutes) is stored in a custom format VERITAS Bank

File (VBF) (VERITAS Collaboration: E. Hays 2007).

3.5 Sky Monitoring

There are multiple instruments on site that allow observers to monitor the sky for

clouds, sources of light, etc. during a night of observations. The All-sky Cloud Mon-

itor is a CCD camera situated near T3 that faces directly upwards. Observers use

the All-sky Cloud monitor as an easily accessed method to view the sky conditions

throughout the night. Along with the All-sky Cloud Monitor T2 and T4 are each

equipped with a far-infrared radiation pyrometer (FIR). These FIRs both monitor

the temperature of the target area of the sky during an observation runs. If cloud

is present in the area of the sky monitored by the FIR observers will see an increase

in temperature, this gives a real-time measure of clouds that may block Cherenkov

radiation, potential sources of background light or light scattering caused by the

cloud. Finally much like the FIRs, VERITAS also employs the use of a LIDAR

to measure the fraction of back-scattered light from a zenith pointing laser that is
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reflected off of clouds, smoke or other atmospheric effects. This measurement can

again allow observers to measure the effect of clouds on the data taken.

3.6 VERITAS Pointing Monitor

The VERITAS Pointing Monitor (VPM) consists of a sky camera, focal-plane camera

and LEDs which are mounted by each telescope’s camera’s light cones. During

observations the VPM measures the number and location of stars in the FoV, this

information is then stored in the VERITAS database for use during analysis. The

VPM also gives live updates (one update every 2 seconds) of information such as

the number of stars it detects. As observers can expect to see between 50 and 70

stars in the camera’s FoV, this can also be used as a means to measure the quality

of the observing conditions as less stars will be visible in the presence of cloud or

smoke.

3.7 Calibration

In order to ensure that the VERITAS instrument can accurately reconstruct gamma-

ray energy and origin regular calibration measurements are performed. The results

from calibration measurements can be used to ensure the telescopes’ pointing sys-

tems remain accurate and any mirror/PMT degradation or other changes that could

effect the accuracy of the reconstructed events are accounted for. Some of the com-

mon calibrations performed are:

Flasher and Flat Fielding: Where every night a flasher (Hanna et al. 2010) ob-

servation run is performed. During the flasher run an LED flasher will flash each

telescope’s camera with pulses light. At the same time the camera is forced to trig-

ger in order to ensure the pulses are recorded. This allows for corrections to be

made to account for any timing or relative gain differences between pixels and to

calculate the absolute gain in the PMTs.

Whole-Dish Reflectivity: In order to measure the reflectivity of the mirrors the

telescopes are slewed to point at a star which is reflected onto a plate that is fixed

to the focal plane. From here a picture is taken using a camera mounted on the

OSS that sees both the focal plane and the star. The intensity of the reflected im-
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age can then be compared to the intensity of the camera image and a value for the

whole-dish reflectivity can be calculated.

T-Point: T-Point measurements are used to correct for systematic errors in the

model used by the tracking software. Measurements are taken of ∼50-60 stars

which make up a grid covering the sky in a step sizes of ∼30 degrees in azimuth and

∼15 degrees in elevation. By measuring the offset of the star from the centre of the

camera when the telescopes are pointed at the star’s known location the pointing

model can be updated.

3.7.1 Gain-Threshold Factors

As mentioned in Section 3.1 the VERITAS instrument and in particular the reflec-

tivity of the mirrors will degrade over time. As this level of degradation has an effect

on the results produced by the instrument, understanding and addressing its effect

is crucial. In order to account for the ever-changing nature of the telescopes, a set of

gain-threshold (GT) factors based on measurements of the instrument’s reflectivity

and gain (Adams et al. 2022) are produced for every season (twice annually). As

the VERITAS mirrors degrade and their reflectivity decreases, the observed size of

showers will also decrease. This means that the lookup tables which describe the

energy of the incident photon based on the observed shower size will become more

and more inaccurate as the mirrors’ reflectivity decreases. In order to measure and

account for the level of degradation of the mirrors a reflectivity factor is calculated

for each season, this is given as ri = Ri/Ri,MC where Ri is the measured reflectivity

for a single telescope i in a chosen season and Ri,MC is the Monte Carlo simulated

reflectivity for a single telescope i in a chosen season. Figure 11 shows how the

mirror reflectivity factor has decreased throughout V6.

Alongside the mirror reflectivity measurements, measurements of the absolute

gain of the cameras’ PMTs are also taken. Much like the mirror reflectivity factor,

a gain factor is given by gi = Gi/Gi,MC where Gi is the measured average gain of

the PMTs in telescope i and Gi,MC is the average gain of the PMTs in telescope

i according to Monte Carlo simulations. A time-dependent evolution of the gain

factors is shown in Figure 12. A more detailed breakdown of how the measurements

are used in obtaining mirror reflectivity and gain factors is presented in (Adams
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Figure 11: Mirror reflectivity factors for each VERITAS telescope from the begin-
ning of V6. The large error bars on the early years are due to less common or no
reflectivity measurements from those years. (Adams et al. 2022)
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Figure 12: Gain factors for each VERITAS telescope from the beginning of V6.
(Adams et al. 2022)

et al. 2022). Finally in order to get a measure of the total effect of both the mirror

degradation and drop in absolute gain a total throughput of each telescope can given

as the product of gi and ri this is shown in Figure 13. Now that both the gain and

reflection factors are known and combined to give the GT factors, the GT factor

can be applied directly to pixel and pedestal charge values in simulations used to

produce lookup tables thus accounting for any changes in reflectivity and gain.
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Figure 13: The throughput factor achieved from the combination of the reflectivity
factor (11) and the gain factor (12). (Adams et al. 2022)
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4 VERITAS Analysis Technique

The VERITAS analysis chain focuses on three levels: firstly pixel data is calibrated

to obtain the charge. The pixel charges are then calibrated and telescope level

images are produced. Single telescope level images are then combined to produce

array level images of each shower, these array level images are used to find the geo-

metrical properties of the shower. From their geometrical properties each shower is

characterised as either a gamma-ray-like shower or hadronic shower with all hadronic

showers being cut from the analysis. Finally a background estimate is made which

is used to determine if there is any statistically significant excess gamma-ray count

from the observed target.

4.1 Trace Analysis

When detected by the PMTs in the camera, Cherenkov pulses are recorded by the

FADCs as a voltage-vs-time signal, an example of which can be seen in Figure 14.

The point at which the signal rises to 50% of its greatest value is the arrival time

T0 of the pulse, in the case of Figure 14 this is the beginning of the grey area with

the end of the grey area signifying the end of the pulse where the signal drops

below 50% of its greatest value. The FADC pulse is offset by the pedestal (Section

3.4) value to handle fluctuations in the NSB during the run. In order to minimize

the amount of NSB that is included in the integrated charge, a double-pass trace

integration method is used (Holder 2005). The first pass uses a wide integration

window (8 samples) in order to find T0 of each pixel. This image is then cleaned and

parameterised as per Section 4.3. Using the cleaned and parameterised image a line

can be fit to the arrival time of a pulse as a function of its position along the image

axis. The slope of this line is then used to obtain a new T0 which is the beginning

point of a shorter integration window (6 samples).

4.2 Image Cleaning

The island cleaning method (Fegan 1997) used in standard VERITAS analysis to

clean images is implemented as follows: Pixels are first classified by their signal-to-
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Figure 14: The FADC output of a PMT event. The horizontal dashed line shows
the pedestal level, the grey area shows the integration area beginning and ending at
half the greatest value of the signal.
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Figure 15: Example of the charge in each pixel from a gamma-ray event before
(left) and after (right) cleaning has been performed. Black pixels are either dead or
surpressed pixels.

noise ratio (pedvar) as either bright, boundary or empty. A bright pixel is defined

as a pixel with a signal-to-noise ratio of 5 or greater, a boundary pixel is defined as

a non-bright pixel which is next to a bright pixel and has a signal-to-noise ratio of

2.25 or above and any pixels with a signal-to-noise ratio less than 2.5 is classified as

an empty pixel. Any pixel classified as empty will be immediately removed from the

image analysis. Following the classification of all pixels, any isolated bright pixels

with no neighbouring boundary pixels will also be removed before the next stage

of the analysis. The remaining bright and boundary pixels are now considered to

be due to a Cherenkov shower. Figure 15 shows the image of a shower taken by

VERITAS before and after cleaning.

4.3 Image Parameterisation

The cleaned shower image will now be parameterised into ”Hillas parameters” (Hillas

1985) which can be used to discriminate gamma-ray induced showers from cosmic-

ray induced showers. The Hillas parameters are found by performing a moment

analysis using the signal and positions of the image pixels (Fegan 1997). The key

parameters used in the VERITAS image paramertisation are both described below

and are also shown in Figure 16.
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Figure 16: Visualisation of the Hillas parameters used in image parameterisation.
All parameters are the same as described in Section 4.3. Not shown is the loss
parameter which measures the fraction of the ellipse shown which is cut on the edge
of the camera.

Size : The integrated charge of all image pixels. This is the brightness or intensity

of the shower as seen by the telescope.

Centroid : The location on the camera of the centre of gravity of the image.

Distance : The distance from the centre of the camera’s FoV to the centroid of the

image.

Length : The root mean squared (RMS) of the charge along the major axis of the

shower.

Width : The RMS of the charge along the minor axis of the shower.

Loss : The percentage of the size parameter which comes from pixels along the edge

of the camera.

While unlike the other parameters the loss parameter does not necessarily de-

scribe the image itself, it is used to determine when to reject showers which are cut

off by the edge of the camera.
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4.4 Event Reconstruction

Now that they have been cleaned and parameterised, images of the same event from

multiple telescopes can be combined in order to produce a stereoscopic reconstruc-

tion of the event. As a stereoscopic reconstruction of an event offers a more detailed

view through multiple images it acts as a significant improvement to a single tele-

scope reconstruction. The first stage of reconstructing a shower image is to cut

events that do not contain a minimum number of pixels in the image, minimum

total charge in the image and or exceed a maximum loss value.

4.4.1 Geometrical Reconstruction

To begin the event reconstruction the origin of the shower and core location are first

reconstructed. As a shower will develop along the direction of the incident gamma-

ray its origin must be along the major axis of the image. The shower’s origin can

therefore be found by finding the point at which two or more images of the same

shower intersect, as shown in Figure 17. This is done by first superimposing the ma-

jor axis of the shower image from each telescope onto a common sky plane the point

of intersection can then be estimated. Unfortunately due to uncertainties in mea-

surements it is rare that a single intersection point is seen but instead N (N − 1) /2

(for N telescopes) intersection points are seen. In the case of multiple intersection

points a single origin point can be found from a weighted average of the intersection

point of each telescope pair. Each image pair is assigned a weight as defined by the

following equation:

weight1,2 =
(

1

size1

+
1

size2

)−1

×
(
width1

length1

+
width2

length2

)−1

× sin (θ1,2) (3)

where size, length and width are described in section 4.3 and θ1,2 is the angle

between the two axes. By projecting the intersection of the showers on a common

ground plane, the location at which the gamma ray would have hit the Earth if it

had not interacted with the atmosphere is found. From the location at which the

shower core would have hit the ground, the impact parameter (R) can be found.
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Figure 17: An example of using the weighing of the major axes of showers seen by
three telescopes to reconstruct the real source position (green cross). The centre of
gravity of each individual shower is shown by a red cross.

The impact parameter is the distance between the centre of the telescope array and

the core location in the ground plane.

The emission height is estimated as the average emission from the pairwise com-

bination of images, the values for which are obtained using the image centroids,

impact parameters and source location (Aharonian et al. 1997). As hadronic show-

ers are often induced deeper in the atmosphere, the emission height is useful when

attempting to reject hadronic showers, it can also be used when rejecting badly

reconstructed showers.

4.4.2 Energy Estimation

The energy of an incident gamma ray can be estimated through the comparison

of the total integrated charge (brightness) of the shower image and the impact

parameter. This is because the brightness of a shower will decrease with the distance

between the shower and observer, with more energetic showers appearing brighter

than less energetic showers. The energy of a shower can therefore be estimated with

the use of look-up tables which contain values for shower energy as a function of
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integrated charge and impact parameter. Lookup tables are produced from Monte

Carlo simulations of gamma-ray events for a range of combinations of epoch, zenith

angle, NSB level and wobble offset to ensure complete coverage. The energy of an

event can be found by averaging the estimated energy of the event according to each

telescope:

E =

∑N
i

Ei
σ2
E∑N

i
1
σ2
E

(4)

where E is the estimated energy of the simulated shower and σE is the 90% energy

distribution, both of which are obtained from the lookup table.

4.5 Gamma/Hadron separation

After the events have been reconstructed, the data still consists of a combination of

both gamma-ray events and background cosmic-ray events. It is therefore necessary

to attempt to separate as many gamma-ray like events from the background events.

As a cosmic-ray induced shower should appear different to a gamma-ray induced

shower, this separation is done by applying a set of cuts to the shapes of the shower

images. Using the stereo images of each shower a mean scaled width and length

(MSCW/MSCL) for a shower can be defined as (Krawczynski et al. 2006):

MSCW =
1

N

∑(
width− w (R, S)

σw (R, S)

)
(5)

MSCL =
1

N

∑(
length− l (R, S)

σl (R, S)

)
(6)

where w(R, S) and l(R, S) are median length and widths and σw/l(R, S) are their

90% distributions derived from Monte Carlo simulations of gamma-ray showers,

the values for which are found in look-up tables. An example of the distribution

of MSCW and MSCL can be seen in Figure 18 where the distribution of gamma-

ray events is expected to be a Gaussian centred on 0 and cosmic-ray background

events to be centred on larger values. It is clear from Figure 18 that cosmic-ray

showers will have longer and wider showers than gamma-ray showers. Cuts can

therefore be applied to the MSCW and MSCL in order to best remove background
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Figure 18: Simulated examples of the MSCW (left) and MSCL (right) distributions
of both ON region events (black histogram) and OFF region events (green lines).
The difference between their distributions is used to differentiate the two types of
showers.

Cut Min MSCW Max MSCW Min MSCL Max MSCL
Min Size
(Digital Counts)

Soft 0.05 1.1 0.05 1.3 400
Medium 0.05 1.1 0.05 1.3 700

Hard 0.05 1.1 0.05 1.4 1200

Table 1: A list of the cuts used in a standard VERITAS analysis.

events from gamma rays, although some background will remain. The values at

which the cuts are made are calculated a priori and verified on control data sets. A

range of cuts have been optimised depending on the spectral hardness of a source.

”Soft”, ”Medium” and ”Hard” cuts are optimised for sources with respective spectral

hardness, the values for each are shown in Table 1. Hard cuts have higher energy

threshold and are more strict in order to minimise the number of cosmic ray events.

Soft cuts on the other hand have a lower energy threshold and are less strict, allowing

for an increase in the signal at lower energies but at the expense of increasing the

background.
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4.5.1 Background Estimation

A method of calculating the average background in the region of interest is required

in order to determine the number of excess gamma-ray-like events there. Multiple

different methods can be employed in order to do so but all of which rely on the

principle of observing an area of the sky with no known source of gamma rays and

counting the number of gamma-ray-like events observed in that region over the same

exposure time as the source observation. In order to ensure the background estima-

tion is as accurate as possible, the data are sampled from a large area taken at as

close to the source region as possible i.e. the same elevation and azimuth and then

averaged to match the size of the region of interest. The ON region is a circular

region located on the observed target which in the case of a point-source analysis

is the size of the VERITAS point spread function (PSF). Within the ON region we

expect to see the gamma-ray events produced by the target being observed as well

as some background gamma-ray-like events. An observation mode called ”wobble”

is commonly used when observing a source. In a wobble observation the target is

offset from the centre of the camera in one of the four cardinal directions by a set

distance (usually 0.5◦ for a point source) the direction of wobble is changed every

run to ensure consistent coverage. The shape and location of the OFF region(s) will

differ depending on which background estimation method is used. When a known

source of gamma rays, a bright star or other source of background falls into the cam-

era’s FoV an exclusion region is used to omit it from an analysis, an exclusion region

is also placed around the ON position to prevent gamma-rays from being included

in the background estimation for other points in the camera. Some commonly used

background estimation methods are :

The reflected region method : multiple OFF regions are defined as a ring of

concentric regions identical in size to the ON region that are offset the same distance

from the centre of the camera’s FoV. Any wobble region that overlaps an exclusion

region is completely removed from the analysis. The total number of events mea-

sured across all OFF regions is finally averaged by the number of OFF regions to

give a final estimation of the number of background events in the ON region. An
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Figure 19: A visualisation of the reflected region (wobble) background estimation
method using both a north and south wobble

example of this showing both a north and south wobble can be seen in Figure 19.

This is the method used in this analysis.

The ring background method : uses an OFF region defined as a solid ring

around the ON whose two radii are r1 = roffset − rON and r2 = roffset + rON . The

number of events counted in the OFF region is averaged by the ratio of the areas of

the OFF and ON region. Any event which falls in an area of overlap between the

OFF region and an exclusion region is removed from the analysis. A visualisation

of which can be seen in Figure 20.

4.5.2 Source Detection

Upon performing the source-region analysis and background estimation as discussed

in section 4.5.1, a value for the number of ON events Non and total number of

background events Noff is obtained. A normalisation factor α is then defined which

will scale the background observations to match the source observations, this is the
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Figure 20: A visualisation of the ring background estimation method with both a
north and south wobble shown (Berge, Funk, and Hinton 2007)
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ratio of the area of the background regions to the source region. For example if

the reflected region model is used with equal exposure times for both the ON and

OFF observations and 5 reflected regions are used to sample the background the

normalisation factor will be α = 1
5

= 0.2. Now from background subtraction the

number of gamma-rays produced by the target (the excess) is Ns = Non−αNoff . A

positive excess does not yet guarantee that the target has been detected above the

background, statistical fluctuations in the background rates can lead to a positive

excess even in the absence of a gamma-ray source. The significance of the measured

excess above the background is given by Li and Ma equation 17 (Li and Ma 1983):

S =
√

2

{
Nonln

[
1 + α

α

(
Non

Non +Noff

)]
+Noff ln

[
(1 + α)

(
Noff

Non +Noff

)]} 1
2

(7)

In gamma-ray astronomy a significance value of S ≥ 5 is conventionally required

in order to claim a detection. This level of significance is equivalent to a 0.00002%

probability that the result observed excess is caused by a statistical fluctuation.

4.6 Image Template Model Analysis

The use of maximum likelihood methods (MLM) with shower-image templates in the

reconstruction of gamma-rays has been shown to improve both the resolution and

sensitivity of IACT analysis (de Naurois and Rolland 2009) (Le Bohec et al. 1998)

and has been implemented by H.E.S.S. in their ImPACT algorithm (Parsons and

Hinton 2014). VERITAS has now also implemented a shower-image template max-

imum likelihood gamma-ray reconstruction method, known as ITM (Christiansen

and VERITAS Collaboration 2017). The ITM method consists of selecting simu-

lated images that best match observed shower images. By comparing these images

a more accurate estimate for the shape and size of the shower image can be derived

which will lead to a more accurate gamma-ray reconstruction. Some of the key

advantages of the ITM method include the ability to better reconstruct truncated

events or events with missing pixels. The VERITAS ITM simulations are generated

for a range of values of energy, zenith, azimuth, core location and depth in the atmo-
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Figure 21: A gamma-ray event on each VERITAS telescope both before and after
the implementation of ITM. The colour gradient shows pixel current with black
meaning the pixel is missing or suppressed. For example the group of black pixels
in the upper left coincide with a bright star in the image. Source (Christiansen and
VERITAS Collaboration 2017)

sphere of the first interaction (Vincent and VERITAS Collaboration 2015). From

each template the expected average number of photoelectrons a PMT will detect

based on the six previously listed parameters can be found. The templates can be

used to compare an image consisting of template pixels to the observed image and

calculate a likelihood which will be maximised to find the optimal gamma-ray pa-

rameters. In Figure 21 an example of an observed gamma-ray event (left) beside the

ITM predicted equivalent (right) from each VERITAS telescope is shown. Due to

the improvement in angular resolution a reduced angular cut can now be used in the

point-source analysis thus leading to a greater sensitivity due to a reduced ON re-

gion background and an increase in the number of OFF regions. ITM also allows for

a more accurate measure of the background regions due to the better reconstruction

of events that occur near bright stars in the FoV. The sensitivity improvements as a

result of ITM have been tested using both soft, medium and hard-spectrum sources

where a 25% improvement in sensitivity has been observed for dim soft-spectrum

sources and a 35% improvement for medium to hard-spectrum sources.
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4.7 VERITAS Analysis Software

The VERITAS Gamma-ray Analysis Suite (VEGAS), is one of the two VERITAS

software analysis packages through which all analyses must be performed prior to

publication. The primary analysis of the data used in this work was performed

using VEGAS while any secondary/validation was performed using EventDisplay

(the second of the two packages).

4.8 Extended Source Analysis

Although most of the standard VERITAS analysis methods will translate directly

from a point-source analysis to an extended-source analysis there are some factors

that must be considered. It is known that due to atmospheric depths, a gradient

in gamma-ray rates will occur with elevation. This will have an impact on an

extended-source analysis as the larger source- and background-regions will lead to

an increase in background and gamma-ray rates, thus making the gradient’s effects

visible. Section 4.5.1 discusses how for every data run the target which is being

observed is offset by a set distance in each cardinal direction from the centre of

the camera. If we consider the case of north and south offsets (east and west are

ignored in this discussion as the gradient is only elevation dependant) there will

be a δElevation = 1◦ between the center of the camera for each run, this results

in a δElevation = 2◦ between the centres of the most extreme background regions.

This leads to a difference in background rates between runs with a north and south

wobble. To measure the effect of this, one can take observations of a dark area of sky

and compare the ON and OFF region gamma-ray rates. For this investigation 30

hours of VERITAS observations of OJ 287 in a quiet state were used. A standard

ITM analysis was then performed with four different angular cuts : 0.07◦(point

source cut), 0.1◦, 0.15◦ and 0.2◦. In every case the gamma-ray rate per degree per

exposure time for each background region is measured. If the gradient in gamma-

ray rate is only elevation dependent and ensuring we use symmetrically positioned

wobble regions the average rates will average out across north and south wobbles

and agree with the gamma-ray rates in source region. Figure 22 shows the ON and

OFF rates from the analysis of OJ 287 using an angular cut of 0.2◦. We can see the
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Figure 22: ON and OFF rates from an area of dark sky with no known gamma-ray
source viewed under two different wobble offsets North(Blue) and South(Orange)
with symmetrical OFF regions. The average background rate and error (red solid
and dashed) is used to measure the effect of the camera gradient.

averaged background rate (horizontal red line) falls within the error bounds of the

ON region rates and the gradient is negated by the use of symmetric OFF regions.

4.9 VERITAS Instrument Response Functions

VERITAS IRFs are developed on twice annual bases as to account for changes in the

instrument and atmospheric effects. IRFs will also vary with azimuth, elevation and

night sky background. This means that in order to account for differences between

IRFs based on the observing conditions and seasons from which the observations

used in this study were taken, weighted IRFs are used in this analysis. Figure 23

shows an example of a weighted Effective Area (EA) used in the analysis and an
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Figure 23: Example of a weighted EA used in the DM MLE.

example of a weighted energy dispersion matrix is shown in Figure 24.

4.10 Effective Area

The Effective Area (EA) of a telescope defines the telescope’s ability to detect a

gamma-ray at a particular energy by combining the efficiency at that energy with

the geometrical area of the telescope. In order to calculate the VERITAS energy

dependent EA, simulated gamma-ray showers are dropped over a large area A0, these

simulated gamma rays are then passed through the VERITAS analysis pipeline - in

particular the event selection stage. We then count the number of events which pass

selection and as a result the EA(E) can be described as (Mohanty et al. 1998):

A(E) = A0
Ndetected(E)

Nsimulated(E)
(8)

The EA of an instrument is not just energy dependant, but is also affected by

parameters such as the zenith and azimuth of the observation target, the night sky

background level and pointing offset, to ensure full coverage EAs are produced for a
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Figure 24: Example of a weighted energy dispersion matrix.

range of each parameter. As the response of VERITAS changes over time, the EA

must be regularly measured to account for the effects of the change of the instrument

response. In Figure 25 we can see the shape of the VERITAS EA as well as see the

effects the different array epochs, applying UV filters and operating in reduced high

voltage have on the EA.

4.11 VERITAS Point Spread Function

As the VERITAS point spread function (PSF) is not included in VEGAS IRFs a

method of deriving it is required for this analysis. There are two methods employed

in this thesis to produce and validate the VERITAS PSF. One method using an ac-

tual VERITAS data set and the second using the simulations used in the production

of other VERITAS IRFs. At the beginning of this research VERITAS IRF produc-

tion simulations were under production and were not available for PSF production.

For this reason a data-derived VERITAS PSF was first produced. Upon the com-

pleted production of the simulations, they were then used to produce a simulation

based PSF which would be used in the final analysis.

44



Figure 25: Effective area as a function of gamma-ray energy (elevation: 70 deg) for
various different instrument epochs and conditions
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4.11.1 Data-Derived PSF

A point source with a large data set which spans the time-frame of observations is

required to derive the VERITAS PSF from data. The Crab Nebula is point like

and the brightest steady source in the gamma-ray sky. It is often used in VERITAS

calibrations and for this reason has an extensive data set of 1044 total hours since

2007. For these reasons it is chosen to be the source from which to derive the PSF.

4.11.1.1 Production Method

The method used to derive a PSF from data is as follows: First the data undergoes

a quality check. The good quality data is then analysed using the standard VE-

GAS methods. The excess events (found using a reflected region method) are then

extracted. Finally these events are binned by energy and distance from the centre

of the ON or OFF region they are found in degrees, giving an energy dependant

PSF. There is one major obstacle to overcome when deriving the VERITAS PSF

from source data and that is the limitations on statistics imposed by the θ cut (re-

flected region size) used when performing the standard analysis which is discussed

in Section 4.11.1.3.

4.11.1.2 Data Set

The Crab Nebula data set used to derive the PSF contains ∼ 225 hours of 0.5◦

wobble offset data spanned across all VERITAS seasons between December 2007

and March 2020. This is the same data set used in (Adams et al. 2022) and was

used in this analysis for this reason.

4.11.1.3 θ Cut Limitations

While an ideal PSF would account for events all the way to the edge of the VERITAS

camera, this is not possible for a purely data-based PSF. As excess events are used

to derive the PSF at least one wobble background region is required. This means

that the θ cut used in the analysis cannot exceed the size of the wobble offset (0.5◦),

for this reason a limit of 0.4◦ θ cut was applied. With a θ cut of 0.4◦ only one

wobble background region can be formed, leading to two further problems: due
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Figure 26: Combination of Crab OFF events from all θ cuts prior to α correction

to the presence of only one wobble region the number of OFF events is greatly

reduced, leading to a less accurate excess and in the case of the wobble region being

rejected due to overlap with an exclusion region the run is rendered unusable. This

reduces the total exposure time to ∼ 60 hours. To overcome this 3 different θ cuts

of 0.2◦, 0.3◦ and 0.4◦ are used in the analysis and combined in the PSF production

as seen in Figure 26. As the θ cut increases, the number of wobble regions will

decrease and as a result as will the number of OFF events counted. This results in

the hard edges at the point of each change in θ cut which can be seen in Figure 26.

In order to handle this a normalisation factor α is used to account for the changes

in both the number of background regions and in the case of the 0.4◦ cut the change
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Figure 27: Combination of Crab OFF events corrected by α

in exposure time. The smoothed background events can be seen in Figure 27. Now

that the background region has been smoothed the excess events can be obtained by

subtracting the α-adjusted OFF events from the ON events. First shown in Figure

28 is the ON events from which the smoothed background will be subtracted then

Figure 29 shows the excess events from which the PSF will be extracted. Finally

the excess events are binned in energy and θ producing an energy dependent PSF

as shown in Figure 30
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Figure 28: Combined Crab ON events from all θ cuts.
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Figure 29: Excess Crab events after adjustments for varying θ cuts. This is where
the PSF is extracted from.
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4.11.2 Simulated PSF

In order to produce the VERITAS IRFs for each season simulated point source

data is passed through the analysis pipeline giving us a number of simulated source

gamma-ray events. These simulation files contain a far greater number of gamma-

ray events than the Crab data set and are not effected by the θ cut limitations

discussed in Section 4.11.1.3 as the simulations contain no background events. This

means the simulated events can all simply be binned by energy and θ to produce an

energy dependant PSF.

4.11.3 Fitted King Function

A functional form of an instrument’s PSF (a PDF of reconstructed events’ positions

from a point source) can be described by an analytical function known as a ”King

function” (Read et al. 2011) and is given by:

dP

dΩ
(x, y, σx,y, γ) =

1

2π

(
1

σ2
x + σ2

y

)(
1− 1

γ

)[
1 +

1

2γ

(
x2

σ2
x

+
y2

σ2
y

)]
(9)

where dP is the probability to find an event in a solid angle dΩ at an offset r from

the point source, σx and σy describe the size of the angular distribution in the x or

y direction and γ is the weight of distribution in each tail (Ackermann et al. 2013).

By assuming the PSF to be symmetrical and including an angular factor of 2πr to

count the number of events per ring the King function can be reduced to:

dP

dr
(r, σ, γ) =

r

σ2

(
1− 1

γ

)[
1 +

r2

2γσ2

]−γ
(10)

where r is the angular distance from the centre of the camera. Figure 31 shows an

example of how well the King function fits to both the simulations and data-derived

PSF using the LMFIT (Newville et al. 2014) Python package3. During the fitting

γ, σ and a normalisation constant are all free parameters and a range of energy

dependant values for each is found by fitting the King function to the simulation

data at multiple energy values across the VERITAS operational energy range. These

3https://pypi.org/project/lmfit/
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Figure 31: King function fitted to both the Crab Nebula data set (left) and VERI-
TAS simulations (right) at 500 GeV.

are shown in Figures 32, 33 and 34. The parameters that describe the VERITAS

King function PSF at any energy in the VERITAS operational range can now be

obtained through interpolation. In Figure 35 the King function is shown fitted to

both the data-derived PSF and simulated PSF. The simulated PSF is made up of

simulations from all epochs spanning the length of all Crab Nebula PSF observations

which are weighted based on exposure time per epoch. The 68% containment radius

shown in Figure 36 shows the radius at which 68% of all events fall in per energy

bin according to both the simulation (orange) and Crab Nebula data (blue). The

standard (non ITM) VERITAS PSF has a 68% containment radius of ∼ 0.13◦ at 200

GeV and ∼ 0.07◦ at 1 TeV (Park 2016) the data-derived and simulated PSF show

improvements on this at 200 GeV with values of ∼ 0.11◦ and ∼ 0.07 ◦ respectively

and the simulated PSF is consistent or slightly more contained at 1 TeV.
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Figure 32: Distribution of the fitted King function γ parameter with respect to
energy.
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spect to energy.
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As the data-derived PSF is mostly consistent with past measurements of the

VERITAS PSF (from simulations) and at some energies is better contained it is

sufficiently accurate to be used in preliminary analyses. The simulated PSF improves

on the data-derived PSF and is better contained all across the VERITAS energy

range. Due to greater statistics, the simulated PSF also extends to a higher max

energy than the data-derived PSF which gives a more complete description of the

instrument. As the simulated PSF presented here is derived from ITM simulations

it is either better contained or consistent with the standard PSF across the complete

VERITAS energy range.
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5 Dark Matter

5.1 History and Discovery

Despite being believed to make up roughly 85% of the matter in the universe, the

true identity and nature of dark matter (DM) still remains unknown. DM was first

discovered by Fritz Zwicky in the 1930s when observing the Coma Cluster (Zwicky

1937). Zwicky found that the mass of the cluster according to measurements of the

velocity of galaxies near the edge of the cluster was different to the mass of the cluster

according to its brightness. The mass of the Coma Cluster measured by Zwicky was

not great enough to gravitationally bind galaxies moving with the velocity of those

within the cluster. From this Zwicky assumed the presence of an unseen or ”dark”

matter. Further evidence to follow Zwicky’s claims was later seen in 1939 when

the mass-to-luminosity ratio of Andromeda was seen to increase radially. Since the

initial discovery of DM there has been even more evidence found for its existence for

example, gravitational lensing around galaxy clusters (Natarajan et al. 2017) and

anisotropies in the cosmic microwave background (Hinshaw et al. 2009). As gravity

is the only fundamental force by which DM has been seen to interact, the study of

it relies heavily on theoretical predictions. Current hypotheses for the nature of DM

claim weakly interacting massive particles (WIMPs) (Jungman, Kamionkowski, and

Griest 1996), axion like particles (ALPs) (Essig et al. 2013), primordial black holes

(PBHs) (Zel’dovich and Novikov 1967) or massive compact halo objects (MACHOs)

(Griest 1993) could be the identity of DM.

5.2 Observational Evidence For Dark Matter

The existence of DM has been inferred and measured through a range of observa-

tional methods, these include

5.2.1 Velocity Dispersion

One of the first indications of the existence of DM was found by Fritz Zwicky upon

applying the virial theorem to the Coma cluster (Zwicky 1937). The Coma cluster
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is a globular cluster containing roughly 1000 galaxies who are close to spherically

symmetrically distributed. By taking the virial theorm which for a stable system of

bound particles gives a relationship between the time averaged kinetic energy and

the total potential energy :

〈T 〉 = −1

2

N∑
k=1

〈Fk · rk〉 (11)

where T is the total kinetic energy, N is the number of particles and Fk is the force

applied to particle k and location rk. Zwicky measured the average mass of a galaxy

as : ∑
i

miv2
i =

∑
i

∑
j 6=i

Gmimj

rij
(12)

where on the left hand side of this equation is the total mass M of the system times

the mean squared velocity. On the right hand side G is the gravitational constant,

rij the distance between two bodies and mi and mj the mass of each body. The

right hand side of this equation can also be approximated as GM2

R
where M is the

total mass of the cluster and R the radius of the cluster. The mass of the cluster

can then be approximated as :

M =
Rv2

G
(13)

Taking the known radius of the Coma cluster and calculating the line of sight veloc-

ities of the galaxies from their redshift Zwicky found the mass of the Coma cluster

to be ∼ 7 × 1013M� and therefore the average galactic mass to be ∼ 7 × 1010M�.

Zwicky then compared these measured masses to the average galactic luminosity and

found a mass-to-light ratio of ∼ 800Υ� instead of the expected value of 2 − 10Υ�

where Υ� = 5133 kg/W which is the solar mass-to-light ratio. This result implied

the presence of some non-luminous matter that contributed to the mass and motion

of the galaxy.

5.2.2 Rotational Curves

In 1970 a study on the radial velocity of over 65 different regions (with increasing

distance from the centre of the galaxy) in the Andromeda galaxy showed a flat
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Figure 37: The measured rotational curve of NGC 3198 compared to the rotational
velocities as predicted by Kepler (Russell 1964). Image : (Garrett and Dūda 2011)
using data from (Begeman 1989)

rotational curve (Rubin and Ford 1970). This meant that the velocities of the

regions observed were constant out to large radii instead of decreasing with distance

from the centre as expected from Newtonian gravity :

v(r) =

√
G
m(r)

r
(14)

where v(r) is the velocity of an object at radius r, G is the gravitational constant,

r is the radial distance from the galactic centre and m(r) is mass contained in r.

A follow-up study measuring the rotational curves of 60 galaxies all showed the

same flattened rotational curve (Rubin 1983), an example of NGC 3198’s flattened

rotational curve is shown in Figure 37. Based on Equation 14 rotational velocities
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will decrease with the increase in radius as the mass contained in a given radius

m(r) will eventually remain constant. The results showed that rotational velocities

remained constant well beyond the radius containing visible mass sources, from this

it was inferred that there must be some non-visible or ”dark” mass.

5.2.3 Gravitational Lensing

Einstein’s works on General Relativity showed that light can bend around areas of

extremely high mass in an effect known as ”gravitational lensing”. The amount by

which the light is bent or ”lensed” can be used to measure the mass of the object

around which the light is being bent. Gravitational lensing is most easily seen when

light from distant bright galaxies is bent around areas of high mass leading to a

smeared and distorted image of the source of light. Figure 38 shows an extreme case

of gravitational lensing captured by the Hubble Space Telescope where the light

from a galaxy is bent in an almost complete circle around a galactic cluster. The

mass of the object causing the lensing to occur can be measured with (Schneider,

Ehlers, and Falco 1992) :

θE =

√
4GM

c2

dLS
dLdS

(15)

where θE is the Einstein radius (the radius of the ring of lensed light), G is the

gravitational constant, M is the mass of the object causing the lensing effect, c is

the speed of light and dLS, dL, dS are the distance between the lensing object and the

lensed object (the source of light), the distance to the source and the distance to the

lensing object. With this equation the mass of the lensing object can be measured,

this can then be compared with the mass according to the luminous matter in the

object. In cases where the mass values determined from the lensing effects are not

consistent with mass values inferred from luminosity, the presence of DM can be

inferred. Furthermore, from measurements of lensed images, details describing the

DM distributions can be determined (Amruth et al. 2023).
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Figure 38: An example of gravitational lensing as captured by the Hubble Space
Telescope. This image shows an Einstein Ring (a ring around a very massive ob-
ject caused by gravitational lensing) around GAL-CLUS-022058s. (ESA/Hubble &
NASA, S. Jha Acknowledgement: L. Shatz)

5.3 Dark Matter and Cosmology

The ΛCDM (Lambda Cold Dark Matter) model, otherwise known as the standard

model of cosmology (SMC) is a simple cosmological model that provides a good

description of properties of our universe. It is a favoured model as it accurately

predicts the structure of the cosmic microwave background (CMB) (Penzias and

Wilson 1965), the observed abundance of elements such as hydrogen and the accel-

eration of the expansion of our Universe (dark energy). The ΛCDM model describes

a Universe made of ordinary matter, cold dark matter which is non-baryonic, cold

(non-relativistic) and collisionless (interact only weakly and gravitationally), where

Λ is the ”cosmological constant” which describes the acceleration of the expansion

of the Universe (dark or vacuum energy) (Riess et al. 1998). The model predicts

that the Universe began at a single expansion event known as the ”Big Bang”. At

the moment of the Big Bang the Universe was in a hot dense plasma state, which

shortly after underwent a stage of exponential expansion. Following this the Uni-

verse remained in a hot state for several hundred thousands of years, remnants of
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this state are still detectable in radiation from the CMB. As the Big Bang model cor-

rectly predicts observed phenomena such as the anisotropies in the CMB, Universe

expansion and distributions of lighter atoms in the Universe it is a popular model

to follow. By assuming an isotropic Universe which is homogenously expanding,

Friedmann developed a set of equations to describe the expansion of the Universe

(Friedman 1922) : (
ȧ

a

)
+
k

a2
=

8πG

3
ρ (16)

and
ä

a
= −4πG

3

(
ρ+

3p

c2

)
+

Λc2

3
(17)

where a is a relative scale factor which describes the size of the Universe with a value

between 0 (Big Bang) and 1 (present), k describes the shape of the curvature of the

Universe, G is the gravitational constant, ȧ
a

is the Hubble constant H(t) which

describes how the velocity at which distant galaxies move away from the Earth

is related to their distance from the Earth (Hubble 1929), Λ is the cosmological

constant which describes how dark energy accelerates the expansion of the universe,

p is the pressure density of the Universe and ρ is the energy density. Finally it is

possible to rewrite equation 16 in terms of relic density of matter, dark energy and

radiation to give :

H2(z)

H2
0

= Ωr (1 + z)4 + Ωm (1 + z)3 + Ωk (1 + z)2 + ΩΛ (18)

where z is a scaled redshift z = 1−a
a

, Ωm is total matter (dark plus baryonic) in

the Universe and Ωk = − k
H2

0
. Solving this equation with measured values such as

H0 and Ωr (the radiation density today) allows for predictions of the current relic

density of matter in the Universe which can be used to estimate the abundance of

dark matter.

5.4 Dark Matter Candidates

Beyond its gravitational interactions with other matter, little is known about the

nature of DM itself. In order to explain observational evidence, DM must not
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interact electromagnetically, must interact with normal matter only through the

weak nuclear force and the gravitational force, it must be non-relativistic in order

to form the clumps we see around the Universe and it must have a lifetime long

enough for it to exist until present times. There is no one ideal candidate DM

identity, but instead a collection of potential candidates all of which satisfy models

and observations. It should be noted that there may not be one single identity for

all of the DM in the Universe but instead contributions from multiple sources.

5.4.1 Weakly Interacting Massive Particles (WIMPs)

Weakly Interacting Massive Particles (WIMPs) (Kamionkowski 1998) (Griest 1993)

are one of the most promising DM candidates as they fulfil the requirements set

by observations and cosmological theory. In the early dense and hot Universe, DM

and SM particles existed in thermal equilibrium where the DM abundance stayed

consistent due to its annihilation being cancelled out by its production. As the

Universe continued to expand and cool, the WIMP abundance eventually froze out

of equilibrium (Cannoni 2015). The freeze out occurred at the point where the

WIMP annihilation rate become less than the expansion rate of the Universe. At

this point the production of DM ceased as the Universe’s temperature was below

the WIMP mass and annihilation of DM particles has mostly ceased due to the

decreasing likelihood of DM particles interacting. The density of DM at this point

is known as the relic density and matches the density of DM that exists today. From

the measured relic density a value for the annihilation cross section of DM can be

derived (Steigman, Dasgupta, and Beacom 2012) :

〈σannv〉 ≈ 3× 10−26cm3s−1 (19)

This is the cross section of a weakly interacting particle. This means that if a DM

particle with a cross section smaller than this is detected the WIMP DM model

is no longer a viable model. Particles which interact through the strong force or

electromagnetism will produce a difference relic abundance, Figure 39 shows the

expected relic abundance from strongly, electromagnetically and weakly interacting

particles, as well as the equilbrium abundance. The x-axis is a proxy for time and
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the y-axis is the particle abundance. This is another strong motivation for a WIMP

DM and is known as the ”WIMP miracle”. There are other theorised production

mechanisms for WIMP DM for example, the ”freeze in” mechanism which will pro-

duce a category of WIMPs known as feebly interacting massive particles (FIMPs)

(Hall et al. 2010). The freeze-in mechanism assumes the Universe began with no

DM which is generated over time though the decay of heavier particles. Unfortu-

nately a particle like this will be harder to detect as they interact with SM particles

extremely weakly. On the other hand, in some models FIMPs are not absolutely

stable and could decay at some age greater than that of the Universe. If this is the

case, FIMPs could yet be detected via indirect methods (5.5.3).

5.4.2 Non-WIMPs

Axions were first postulated in 1977 as a solution for the strong CP problem in

Quantum Chromodynamics (QCD) (Peccei and Quinn 1977) but have since become

DM candidates. Axions are believed to have a low mass ma < 0.01 eV (Murayama

et al. 1998) and couple weakly to other matter (Abbott and Sikivie 1983). It is

believed that axions were never in thermal equilibrium making them a candidate

for cold DM. If axions have a mass in the range of 10−5 − 10−2 eV they avoid the

issue of overclosing the Universe (preventing the Universe from reaching its current

age) as well as accounting for current observational constraints (Bergström 2009).

Despite these positives, the axion production mechanism is still unclear which leads

to uncertainties on their relic density (Marsh 2016).

Primordial Black Holes (PBHs) are theoretical black holes whose existence was

first suggested in 1966 (Zel’dovich and Novikov 1967). They were theorised to

have formed in the early Universe when dense pockets of matter would collapse

under their gravitational force and form a black hole. Depending on which model

is followed and its formation time a PBHs could have an initial mass of 10−8 kg

< mPBH < 103 M�. As black holes have been shown to radiate and emit particles

due to quantum gravitational effects (Hawking 1974) a PBH with an initial mass

of mPBH < 1012 kg would have already evaporated (Villanueva-Domingo, Mena,

and Palomares-Ruiz 2021) and therefore would not contribute to the amount of DM

in the current universe. PBHs are a favourable DM candidates as they are non-
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Figure 39: The evolution of WIMP abundance over time. The black curve shows the
particle abundance if thermal equilibrium is maintained, the dashed red line shows
the abundance of a particle that interacts via the weak nuclear force, the dashed
green shows the abundance if DM interacts electromagnetically and the blue dashed
line shows the abundance for a particle which interacts by the strong nuclear force.
(Steigman, Dasgupta, and Beacom 2012)
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baryonic and interact gravitationally although it has been shown that PBHs cannot

make up 100% of the DM mass in the Milky Way (MW) and therefore cannot be

the lone identity of DM (Bennett et al. 1996a).

Massive Astrophysical Compact Halo Objects (MACHOs) are massive, non-luminous

astrophysical objects which emit little to no radiation and have no associated plan-

etary systems. MACHOs are detected through gravitational lensing which occurs

when a MACHO passes in front of a source of light. MACHOs are believed to con-

sist of familiar objects such as brown dwarfs, white dwarfs or black hole remnants

(Bennett et al. 1996b). This makes MACHOs an appealing identity for DM as no

new particles are required to satisfy this theory. Despite the appeal of a MACHO

DM, searches for MACHOs in the Large Magellanic Clouds rule out the possibility

of them being the sole contributor to the DM content of its halo (Tisserand et al.

2007) as the observed microlensing rate toward the Large Magellanic Clouds is lower

than that of a halo which is dominated by MACHOS. This shows there must be a

further source of DM.

As the only evidence for DM is through gravitational interactions, it is also pos-

sible to explain the evidence with a modified law of gravity. For example, galaxy

rotation curves can be explained by modified Newtonian dynamics (MOND) (Mil-

grom 1983). Unfortunately there is yet to exist a modified law of gravity that can

explain all evidence of DM.

5.5 Detecting Dark Matter

DM does not interact electromagnetically, this means it does not emit, absorb or

reflect light and therefore is difficult to detect. A range of methods to detect DM

that do not rely on DM interacting electromagnetically are now used to study DM.

Collider experiments attempt to produce DM through collisions between Standard

Model particles in large underground particle accelerators. Direct detection ex-

periments rely on the ambient DM in the Universe colliding with targets made of

ordinary matter housed in underground detectors. Finally, indirect detection exper-

iments look to areas of the Universe with large DM content and attempt to observe

the products of DM annihilation or decay. Figure 40 shows the beginning and end
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Figure 40: A cartoon visualising the the channels through which each detection
method works. In this case χ is the DM particle and P is a SM particle (Marrodán
Undagoitia and Rauch 2016)

product of each detection method, i.e. indirect methods look for SM particles pro-

duced by DM, direct detection methods looks for signs that DM has rebounded or

scattered off of SM particles and collider experiments look for DM produced by SM

particles.

5.5.1 Direct Detection

The goal of direct detection experiments is to observe signatures of DM particles

scattering off of nuclei in the detector’s target (Goodman and Witten 1985). The

methods used in direct detection experiments can vary depending on what DM

particle is being searched for. For example in searches for WIMP DM, liquid xenon

is often used as the medium through which DM is detected. The XENON (Aprile

et al. 2011), (Aprile et al. 2016), (Aprile et al. 2020) experiments are a series of

experiments in which a large tank of liquid xenon is used as a scintillator, these tanks

contain a detector consisting of an array of PMTs. When an incident DM particle

collides with the liquid xenon it will release a photon which is seen by the PMTs.
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During the interaction with the xenon, electrons are also produced which through

the use of an electric field (which also prevents the recombination of the electrons)

will drift to the top of the tank and are detected by a second detector. This gives

two observations of the same event and allows for a 3D model of the event which

can be used for background discrimination. Other direct DM searches use similar

concepts i.e. using a chosen medium to convert DM into a detectable form, but may

vary the medium used or final state detected. In the case of searches for axions such

as the Axion Dark Matter Experiment (ADMX) (Du et al. 2018), magnetic fields

are used to convert DM to microwave photons which are then detected. Direct DM

searches can look for a range of DM interactions but there has been no successful

detection of any DM/SM interaction, results for the spin-independent elastic WIMP-

nucleus scattering are shown in Figure 41. In a mass range greater than 3 GeVc−2

experiments such as XENONIT (Aprile et al. 2016) and LUX (McKinsey et al. 2010)

have achieved the strongest constraints and below that energy range where these

experiments do not operate the most constraining limits are placed by DarkSide-50

(Agnes et al. 2018).

5.5.2 Collider Experiments

The goal of DM searches at large underground particle accelerators such as the Large

Hadron Collider (LHC) is to accelerate standard model particles up to great energies

and collide them with other nuclei, in turn producing DM particles. The DM par-

ticles produced in these collisions will not be directly detectable due to their weak

interactions with the SM particles that make up the detectors. In order to detect

the DM particles instead their existence can be inferred through the conservation

of momentum of the collision in what is known as ”missing momentum” signatures.

As the net momentum after the collision must be zero, cases where the net momen-

tum of all detected particles does not equal zero will indicate the presence of DM.

This method still brings with it some difficulties, for example, SM neutrinos which

are produced in the decay of some bosons will lead to similar missing momentum

signatures and thus act as a large background that must be modeled before removal.

As well as this the production of a new particle which shows similar characteristics

to a proposed DM particle does not immediately solve the DM problem, in order to
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Figure 41: A summary of results from a range of direct detection searches for WIMP-
nucleus elastic scattering (Billard et al. 2022). Here the ν - floor is the cross section
at which an experiment with a Ge target has a 90% probability to detect a WIMP
with a statistical significance of 3σ or more.
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Figure 42: Upper limits placed on the spin-independent WIMP-nucleon scattering
cross-section vs WIMP mass mχ by the ATLAS experiment at the LHC (Aad et
al. 2013). The thick solid lines are observed limits with theoretical uncertainties
excluded and the thin dotted line is derived from theory. Results are shown alongside
results from direct detection experiments XENON100 (Aprile et al. 2012), CDMSII
(Ahmed et al. 2011), CoGeNT (Aalseth et al. 2011), CDF (Aaltonen et al. 2012),
and CMS (Chatrchyan et al. 2012)

confirm that the produced particle is the same DM that is observed in the rest of

the Universe, it also needs to be stable on cosmological timescales and capable of

reproducing the DM abundance seen today. Limits placed on the spin-independent

WIMP-nucleon scattering cross-section by ATLAS are shown in Figure 42 alongside

corresponding results from direct detection experiments.
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5.5.3 Indirect Detection

Indirect detection methods do not look directly for DM or DM interactions, but

instead these methods look for signatures of DM decay or annihilation into SM

gamma rays. DM particles may decay or annihilate into SM particles. Secondary

gamma rays produced in the annihilation or decay could be observed with ground-

based or space-based telescopes. The presence of DM can be determined from the

spectra of the observed photons. As photons are unperturbed as they travel from

their source through space, indirect DM searches can focus on areas with high DM

content. Indirect searches are unfortunately affected by astrophysical background

so targets with high DM annihilation/decay rates and little to no other means of

gamma-ray production are preferred targets for an indirect search.

5.6 Targets for Indirect Dark Matter Detection

There are multiple factors that determine the favourability of a source for indirect

DM detection. First and foremost is the DM density of the source itself. A greater

density of DM in a target will lead to a greater rate of DM decay or annihilation.

This does not mean though that the source with the largest DM density is the best

target for an indirect DM search. Targets that are harder to observe due to having

a larger gamma-ray background or other complicated observing conditions may be

less favourable. Some of the targets that will be discussed are shown in Figure 43

along with a visualisation of some of the pros and cons of each target.

5.6.1 Milky Way

The Galactic Centre (GC), located at the centre of the Milky Way is one of the

closest (∼8 kpc from Earth) targets for an indirect DM search. Simulations predict

a very large DM density (Navarro et al. 2010) in the GC, especially when compared

to other candidate targets. Unfortunately there are many VHE gamma-ray sources

in the vicinity of the GC which contribute to a complicated background that must

be handled when performing the DM search.

A DM halo around the Milky Way is another potential target. Unlike the GC a

halo surrounding the galaxy does not contain many sources of astrophysical gamma-
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Figure 43: A visualisation of different targets for an indirect DM search showing
their pros and cons. Circled is the combined analysis of dSphs which is the focus of
this research. (Conrad 2014)
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rays and as a result does not suffer from a complicated background, thus making it

an easier target to analyse. Unfortunately most DM halo models suggest there is a

lower rate of DM annihilation than in the GC.

5.6.2 Neutrinos

Another potential product of DM annihilation is high-energy neutrinos which could

be observed by neutrino observatories such as IceCube (Aartsen et al. 2017). DM

neutrino searches can be performed on a range of targets such as the Sun, Earth,

galaxy clusters and dwarf spheroidal galaxies (dSph). It is expected that WIMPs al-

ready present in our solar system will become gravitationally trapped in the Sun and

Earth after losing a significant amount of energy through scattering off of nucleons.

In dSphs the WIMPs are expected to have been accumulated through gravitational

attraction during the formation of the galaxies. Of these targets, the Sun is one of

the most promising for a DM search with a neutrino telescope. As the Sun accu-

mulates more DM particles the rate of DM annihilation will grow until it reaches

a peak annihilation rate. This peak occurs once equilibrium between capture and

annihilation is achieved, a point which is assumed to already been reached (Ibarra,

Totzauer, and Wild 2014).

5.7 Dwarf Spheroidal Galaxies

Dwarf spheroidal galaxies are small, DM dominated (Mateo 1998) galaxies in the

local group. DSphs are located between 25 kpc and 250 kpc from Earth. They

have a low gamma-ray flux due to their low rates of star formation and gas densities

leading to a large mass-to-light ratio (greater than 101−3[M/Lv]�) (Strigari et al.

2008) and a low baryonic content. The DM density in a dSph can be estimated by

the dynamics of the stars within the galaxy (Wolf et al. 2010) , (Walker et al. 2009)

, (Martinez et al. 2009) and thus making the results from an indirect DM search in

a dSph more robust albeit less constraining than a more DM dense target.
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5.8 Results from Gamma-Ray Telescopes

As understanding the nature and identity of DM remains one of the most popular

areas of research in modern physics indirect searches for DM have been performed

by a range of leading gamma-ray telescopes. These searches are not limited to any

one category of targets nor to one specific target within a category. For this reason

to present results from all categories of targets used in indirect searches for DM with

gamma-ray telescopes would be too broad, instead results from searches in the GC

and dSphs with Fermi-LAT, HAWC, H.E.S.S., MAGIC and VERITAS are shown.

The Fermi-LAT search uses the largest dataset of any gamma-ray telescope with

results from ∼11 years worth of observations of 27 different dSphs (Hoof, Geringer-

Sameth, and Trotta 2020). The HAWC collaboration present limits in a search using

507 days for data gathered on 15 dSphs in a DM mass range that extends an order

of magnitude greater than Fermi-LAT (Albert et al. 2018). Results from H.E.S.S.

show limits which are competitive with past VERITAS studies from 130 hours of

observations of 5 different dSphs (Abdalla et al. 2018) and finally results from the

MAGIC collaboration show the most constraining limits above a DM mass of ∼ 1

TeV (below which Fermi-LAT are most constraining) with 345 hours observations

of 4 dSphs (Acciari et al. 2022). Also shown are limits from indirect DM searches in

the Galactic Centre with H.E.S.S. (546 hours) (Abdalla et al. 2022) and VERITAS

(154 hours) (Ryan 2023) which are the most contstraining of limits due to the large

DM content of the GC.

As the VERITAS data set has grown by a factor of ∼ 3 since results shown in

Figure 44 new analyses including the full data set will further constrain these limits.

This search will include the use of improved VERITAS analysis methods and the

most up-to-date models of dSphs. The search can also be extended to place limits

on the annihilation cross-section of DM in the ultra-heavy mass range. Finally as

the DM halos of dSphs are largely extended, the use of an extended-source analysis

can be used to obtain larger DM densities in each dSph which will lead to further

constraints on the annihilation cross section upper-limits.
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Figure 44: The up-to-date published results for indirect WIMP DM searches by
Fermi-LAT, MAGIC, VERITAS, HAWC and H.E.S.S. for the τ+τ− channel.

6 Indirect Dark Matter Search

As previously discussed, dSphs are ideal targets for an indirect DM search, due to

their high mass-to-light ratio and low astrophysical background. Despite no statisti-

cally significant detection of a gamma-ray excess from any dSph to date, DM searches

can help constrain the thermally averaged annihilation cross-section of WIMP DM.

In order to constrain the annihilation cross-section the predicted gamma-ray spec-

trum is folded through the IRFs and exposures for the VERITAS data sets to gener-

ate predicted signal and background counts. A maximum-likelihood analysis is then

used to derive the most probable values for thermally-averaged cross sections that

cause the predicted and measured counts to agree or to derive upper limits when

there are no statistically significance excess counts. This is then applied to all of

the VERITAS data on dSphs and all annihilation channels.
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Dwarf Point-Source Exposure Extended-Source Exposure
(Hours) (Hours)

Böotes 13.98 0
Coma Berenices 39.76 22.6

CVn I 9.72 8.46
CVn II 8.14 5.43

Draco II 8.02 3.56
Hercules I 9.46 9.02

Leo I 5.66 5.0
Leo II 11.31 11.31
Leo IV 0.48 0.48
Leo V 1.38 0.47

Segue 1 126.29 51.82
Segue 2 12.51 11.88

Sextans I 7.45 7.45
Triangulum II 29.51 27.47
Ursa Major I 6.63 6.34
Ursa Major II 212.32 175.20
Ursa Minor 135.3 110.16

Total 637.92 456.65

Table 2: Exposure time in hours of the good quality data for each dSph used in the
point-source (column 2) and the extended-source (column 3) analysis.

6.1 Target Selection and Dataset

Between the years of 2007 and 2018 VERITAS has amassed a total of 958 hours (638

after data quality checks) of observations combined across 17 dSphs. These data

have been collected across two observation schemes: a short exposures survey of less

DM-dense galaxies and deep exposures of selected galaxies with greater predicted

DM densities. Three dSphs (Segue 1, Ursa Minor, and Ursa Major II) were the

focus of deep exposures with more than 100 hours obtained on each target. The

remaining 14 dSphs were subjects of the short survey observations. A breakdown

of the exposure time per dSph is shown in column 2 of Table 2. The reason for the

difference in exposures is discussed in section 6.1.1.
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6.1.1 VERITAS Extended Analysis

The integral J-Factor (DM luminosity at a point on the sky, see Section 6.4) of a

dSph can be extended well beyond the standard VERITAS point-source cut (Further

discussed in Section 6.4). As a result a significant amount of a galaxy’s DM density

is omitted when performing a point-source analysis. By increasing the VERITAS

angular cut the DM density of each dSph will be increased and results obtained

will now better represent the true DM density of the dSph. An angular extension

of 0.2◦ was chosen for this analysis in order to greatly increase the amount of DM

contained, while also ensuring no impact from the camera gradient on ON and OFF

count rates (see Section 4.8 for further details). As increasing the angular extension

increases the size of the ON and OFF regions, some data becomes unusable as there

is a reduced area for ON and OFF regions and in some cases overlap with exclusion

regions leads runs with no OFF regions. A visual representation of the ON and OFF

regions of both a point-source and extended-source analysis are shown in figures 45

and 46 respectively and shows how the number of OFF regions will decrease with

an increase of the angular cut. Any data taken prior to V6 is also unusable in the

extended-source analysis as no extended-source ITM IRFs are currently available.

Apart from increasing the angular extension the analysis of each dSph remains the

same as the point-source analysis. Table 2 shows the exposures of each dSph used

in the extended-source analysis.

6.2 Dark Matter Gamma-Ray Spectrum

A prediction of the gamma-ray spectrum produced when DM particles decay or an-

nihilate is required for an indirect DM search. DM particles can decay or annihilate

through a range of different channels with the primary SM particles produced be-

ing leptons, quarks or bosons where secondary gamma rays are produced through

a cascade of decays by the primary products. It is also possible for DM to an-

nihilate directly to gamma rays. Depending on the channel through which DM

decays/annihilates the gamma rays produced may be seen as a continuum, or a line

emission. Figure 47 shows an example of the gamma-ray spectrum produced by

multiple different channels, each of which is considered in an indirect DM search as
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Figure 45: A visualisation of the ON (black circles) and OFF (red circles) regions of
a point-source analysis. The regions produced from both North and South wobble
observations are shown with the green cross designating the centre of the camera’s
FoV for each.

no channel is preferred to another.

When searching in the standard WIMP DM mass range (≤100 TeV) DM an-

nihilation spectra are provided using the Poor Particle Physicist’s Cookbook For

Dark Matter (PPPC4DM) (Cirelli et al. 2011). Through the use of the PYTHIA

(Sjöstrand, Mrenna, and Skands 2008) and HERWIG (Corcella et al. 2001) simula-

tors and the inclusion of electroweak corrections (Ciafaloni et al. 2011), PPPC4DM

provides the energy spectra of gamma rays at production for each DM channel. From

these spectra a value for dN
dE′ (the energy spectrum of a single annihilation in the case

of a 100% branching ratio into its final state) can be obtained. The nine annihilation

channels investigated in this analysis are : W+W−, τ+τ−, bb, tt, γγ, e+e−, µ+µ−, ννe, ZZ.

6.2.1 DM Annihilation Spectrum Beyond Unitarity Limit

Due to the unitarity limit on annihilation into SM particles, point-like DM particles

are restricted to masses < 100 TeV (Griest and Seckel 1991). This limit can be

bypassed in cases of composite DM particles (Harigaya et al. 2016) or if DM was
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Figure 46: A visualisation of the ON (black circles) and OFF (red circles) regions
of an extended-source analysis with an angular cut of 0.2◦. The regions produced
from both North and South wobble observations are shown with the green cross
designating the centre of the camera’s FoV for each.

to decay into a meta-stable dark state before decaying into SM particles (Berlin,

Hooper, and Krnjaic 2016). If this is the case ultra-heavy dark matter (UHDM)

could produce gamma rays with energies on the order of 10s of TeV (Tak et al. 2022),

allowing for an indirect search for UHDM with masses up to 10s of PeV. UHDM an-

nihilation spectra are provided by HDMSpectrum (Bauer, Rodd, and Webber 2021).

In this analysis, the HDMSpectrum is used only for DM masses > 100 TeV. Figure

48 shows a comparison between the τ+τ− annihilation spectra according to PPPC4

and HDM. Despite the spectra from both PPPC4 and HDM being largely consistent

in their overlapping mass range, PPPC4 is chosen for the lower masses because even

though HDM covers a mass range down to low TeV it is not recommended below

∼ 100 TeV. For this reason, HDM is only adopted in the mass range that is not

covered by PPPC4.
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sents a different channel through which gamma rays are produced.
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Figure 48: The χχ → τ+τ− annihilation spectra at DM masses of 1 TeV, 100 TeV
and 1000 TeV produced with PPPC4 and HDM
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Figure 49: A range of density profiles describing the DM density at the galactic
centre (Cirelli et al. 2011).

6.3 Dark Matter Density Profiles

A range of different empirical models describing the DM density profile in a dSph

are used in published analyses. These models generally assume the dSph to be

spherically symmetric and are motivated by observed parameters such as rotational

curves and line-of-sight velocities of stars within the galaxy. Figure 49 shows how

various different candidate DM density profiles may describe the DM density in the

galactic centre. Some of the popular models used in current research are as follows

(in all cases rs is a scale radius and ρs is a scale density) :

6.3.1 The Moore Profile

The Moore profile (Diemand, Moore, and Stadel 2004) is a three parameter function

which is derived by simulating cluster halos from which a density profile can be
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measured. The simulations are verified against the Virgo cluster. The Moore profile

is defined as :

ρ(r) = ρs

(
rs
r

)1.16 (
1 +

r

rs

)−1.84

(20)

6.3.2 The Einasto Profile

The Einsato profile (Merritt et al. 2006), unlike other models uses a shaping param-

eter α which when decreased corresponds to a steeper density profile, is defined as

:

ρ(r) = ρse
− 2
α [( r

rs
)
α
−1] (21)

6.3.3 The Isothermal Profile

The Isothermal profile (Begeman, Broeils, and Sanders 1991) is more heavily moti-

vated by measurements of galaxy rotation curves than by simulations and is defined

as :

ρ(r) =
ρs

1 +
(
r
rs

)2 (22)

6.3.4 The Burkert Profile

The Burkert profile (Burkert 1995) which like the Isothermal profile is also more

motivated by galactic rotational curves is :

ρ(r) =
ρs(

1 + r
rs

) (
1 +

(
r
rs

)2
) (23)

6.3.5 The Navarro-Frenk-White Profile

The Navarro-Frenk-White (NFW) profile (Navarro, Frenk, and White 1996) is one

of the more commonly used DM density profile models. It is based on N-body
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simulations and covers a range of masses from dwarf galaxies to galaxy clusters.

The NFW density profile is defined as :

ρ(r) = ρs
rs
r

(
1 +

r

rs

)−2

(24)

In this analysis the spherically symmetric NFW DM density profile is used :

ρ(r) =
ρs

(r/rs)(1 + (r/rs))2
, if r < rt, otherwise ρ = 0, (25)

the NFW parameters used are obtained from probability density functions presented

in (Ando et al. 2020). As these are some of the most up-to-date realisations of DM

profiles they were chosen for use in this analysis. In the case of ultra-faint dSphs

physically motivated priors based on the circular velocity of a satellite in the host’s

sub halo are used to produce physically constrained parameters. In the case of

classical dSphs (Leo I, Leo II, Sextans and Ursa Minor) previously known parameters

are scaled based on dynamical mass (Pace and Strigari 2019). These values are

calculated using a Python package4 provided by the authors which produces the

probability density functions (PDFs) for the NFW parameters.

6.4 J-Factors

As most dSphs have extended DM halos the DM distribution throughout a dSph is

best described by a differential profile with respect to solid angle. The differential

J-Profile is found by integrating the DM density profile (Section 6.3) squared of a

dSph along the line-of-sight:

dJ

dΩ
=
∫
los
ρ2 (l,Ω) dl (26)

As the DM density profile of a dSph is spherically symmetric an angular J-Profile

can be written as:
dJ

dθ
= 2π sin θ

dJ

dΩ
(27)

4https://github.com/shinichiroando/dwarf_params
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Figure 50: The differential J-Profile of Segue 1, NFW parameters are obtained
from Ando+20. It is shown both before (Blue) and after (Orange) being convolved
(Section 6.4) with the energy dependent PSF at 1 TeV.

This can now be integrated out to a chosen angular extension to give the J-Factor

which describes the DM luminosity at a particular point on the sky. The J-Factor

for DM annihilation is:

J(∆Ω) =
∫

∆Ω

∫ ∞
0

ρ2(l,Ω)dldΩ (28)

and is given in units of GeV2 cm−5 and in the case of decay it is

D(∆Ω) =
∫

∆Ω

∫
los
ρ(l,Ω)dldΩ (29)

with units of GeV cm−2. Figures 50 and 51 shows examples of both the differential

and angular J-Profiles of Segue 1 respectively.

For each dSph a set of 10000 integral J-Factors are produced using different sets

87



0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
 (deg.)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

dJ
/d

 (G
eV

2 c
m

5 )

1e21 Angular J-Profile
Segue 1 - Not Convolved
Segue 1 - Convolved @ 1 TeV

Figure 51: The angular J-Profile of Segue 1, NFW parameters are obtained from
Ando+20. It is shown both before (Blue) and after (Orange) being convolved (Sec-
tion 6.4) with the energy dependent PSF at 1 TeV
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Figure 52: The integral J-Factor of Segue 1 both before (Blue) and after (Orange)
being convolved with the energy dependent PSF

of NFW parameters. The integral J-Factor is then convolved with the VERITAS

energy dependent PSF. This is most easily done in Fourier space by multiplying the

Hankel transforms (Hamilton 2000) of both the PSF and the integral J-Factor and

then performing an inverse Hankel transform on the the product of the two. The

PyHank5 Python package is used to perform the Hankel transforms in this thesis.

Figure 52 shows an example of an integral J-Factor both before and after being

convolved with the energy dependent PSF at 1 TeV. An angular cut comparable

to the energy dependent VERITAS PSF is then placed on the convolved integral

J-Factor to get an energy dependent value for the DM density in a selected dSph.

Figure 53 shows how the integral J-Factor of a dSph can extend up to > 0.5◦ and is

greatly effected by the angular cut. As exact values for the J-Factor of any dSph are

unknown and instead NFW parameters are randomly sampled from a probability

5https://github.com/etfrogers/pyhank
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(shaded band) and the median J-Factor which is the chosen J-Factor for this analysis

density function (PDF) there is an uncertainty factor introduced (see Figure 54) for

this reason the median J-Factor of the set is used. This ensures that the DM density

in a given dSph is neither overestimated nor underestimated.

6.5 Dark Matter Gamma-Ray Flux

The expected flux of gamma rays from annihilation or decay of DM is based on

two terms: the particle physics factor (ΦPP ) and the J-Factor which is otherwise

known as the astrophysical factor. The particle physics factor contains the gamma-

ray spectrum dNγ
dEγ

produced by a given decay or annihilation channel, the velocity

averaged cross section of the DM particle 〈σν〉 and the DM particle mass mDM . By
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combining these factors, the predicted gamma-ray flux from DM annihilation is:

φs(∆Ω) =
1

4π

〈σv〉
2m2

DM

∫ Emax

Emin

dN

dE
dE︸ ︷︷ ︸

ΦPP

×
∫

∆Ω

[∫
l.o.s.

ρ2(r)dl
]
dΩ′︸ ︷︷ ︸

J−Factor

(30)

and from decay by :

φs(∆Ω)
1

4π

Γ

mDM

∫ Emax

Emin

dNγ

dEγ
dEγ︸ ︷︷ ︸

ΦPP

×
∫

∆Ω

[∫
l.o.s.

ρ(r)dl
]
dΩ′︸ ︷︷ ︸

J−Factor

(31)

as the DM gamma-ray flux from annihilation is greater than from decay and the

rate of annihilation is proportional to the square of the DM density which favours

the VERITAS data set only upper limits will only be placed on the annihilation

cross-section in this analysis.

6.6 Maximum Likelihood Analysis

When a set of unknown parameters can be used to describe a model or function,

often the best methods of finding the estimate for these parameters is through

the use of a maximum likelihood estimation (MLE). A MLE relies on finding the

values for each parameter which will maximise the likelihood of the observed results

occurring. Assuming there are N measurements of some independent variable : {x}
and a variable dependent on {x} : {y} and a functional relationship which describes

them :

yi = f (xi, a1, a2, ...., am) = {y} = f ({x}, {a}) (32)

the goal of an MLE is to find the most probable values for {a}. In order to do this, a

normalised probability Pi of whether the observed data yi agrees with the predicted

f(xi) is generated.

Pi ≡ P (xi; a1, a2, ..., am) = P (xi, {a}) (33)
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The likelihood is then the product of these individual probabilities :

L =
N∏
i=1

Pi (34)

In order to ease computation the natural log of the likelihood function is commonly

used:

lnL =
N∑
i=1

lnPi (35)

L can then be maximised in order to find the values for each parameter that best

describes the data :
δ lnL
δaj

∣∣∣∣
{âj}

= 0 (36)

If N is large enough (> ∼10 (“Central Limit Theorem” 2008)) the errors are then

assumed to be Gaussian. For Gaussian errors maximising logL is equivalent to

minimising χ2:

−2 logL ∼ χ2 (37)

Then the χ2 distribution (or -2logL) will be parabolic at its minimum and

1

σ2
= −δ

2 lnL
δa2

(38)

where σ2 is the variance. Confidence intervals can also be estimated from changes

from the minimum in the χ2 distribution. As a one-sided confidence interval is used

in this analysis the 95% upper limits correspond to -2logL = -2.71 as for a one-sided

confidence interval

χ2 (x, 1) = 2C − 2 (39)

where C is the χ2 test critical value.

6.6.1 Likelihood Ratio Test

The ”Likelihood Ratio Test” can be used to compare how much better one model

describes data than another. This is traditionally done by comparing the null hy-

pothesis to an alternative hypothesis. The Likelihood ratio can then be defined as
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:

Ratio =
Lnull
Lmeasured

(40)

where Lnull is the likelihood of the null hypothesis and Lmeasured is the likelihood of

the measured data. Wilk’s theorem (Wilks 1938) states that this ratio will be χ2

distributed where the number of degrees of freedom given by the difference in free

parameters between the two models. The test statistic (TS) is then :

TS = −2 log
( Lnull
Lmeasured

)
(41)

where the TS can be used as a means to measure how much better Lmeasured describes

the data than the null hypothesis. As a χ2 distribution with 1 DOF is equivalent

to a Gaussian squared, the significance of a detection is given by
√
TS. In the case

of this research the likelihood ratio test can be used to estimate a value for 〈σv〉 by

comparing the null hypothesis (〈σv〉 = 0) to the likelihood profile with respect to b

(the background) and 〈σv〉. Where the likelihood profile is obtained by varying the

value of 〈σv〉 and b while keeping all other parameters constant and calculating the

likelihood function at each point.

6.6.2 Maximum-Likelihood Methods for an Indirect DM Search

A maximum-likelihood method (MLM) can be used to estimate gamma-ray (g)

and background (b) fluxes IACT (Rolke, López, and Conrad 2005). By taking the

number of observed events in the ON region as Non = Ng +Nb where Ng and Nb are

the number of gamma-ray and background events in the ON region respectively and

the number of observed events in the OFF region as Noff . The following likelihood

function can be defined as the product of two Poisson probabilities :

L =
(g + αb)Non

Non!
e−(g+αb) × (b)Noff

Noff !
e−b (42)

where α is the background normalisation factor defined in Section 4.5.1. For a DM

search the likelihood function can be improved by the addition of the DM gamma-

ray spectrum. The alternative likelihood function which is modified to account for
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the DM gamma-ray spectrum is :

L =
(g + αb)None−(g+αb)

Non!

bNoff e−b

Noff !

Non∏
i=1

Pi(Ei|M, 〈σν〉) (43)

where g is the expected flux from DM decay/annihilation at a given DM mass and

velocity-averaged cross section :

g =
〈σν〉Tobs
4π2m2

DM

∫ ∞
0

∫ ∞
0

dN

dE ′
J(E ′)A(E ′)D(E|E ′)dE ′dE (44)

where Tobs is the total exposure time, dN
dE′ is DM annihilation spectrum, J(E ′) is the

integrated J-factor convolved with the instrument’s energy-dependant PSF, A(E ′)

is the instrument’s effective area and D(E|E ′) is the energy dispersion matrix (the

probability of an ON event with true energy E ′ having a reconstructed energy E).

Pi(Ei|M, 〈σν〉) is the probability of measuring an ON event i with energy Ei :

Pi(Ei|M, 〈σν〉) =
αbpoff (Ei) + gpon(Ei)

αb+ g
(45)

where pon/off are the expected differential probabilities from the ON and OFF re-

gions. In the case of this analysis poff is generated from a normalised distribution of

the energies of all background events and pon is generated from the normalised his-

togram of expected DM events. The negative of the log likelihood function (− logL)

is then minimised with respect to 〈σν〉 and b (a nuisance parameter) :

logL = Noff log b− g − (1 + α)b+
Non∑
i=1

log(αbpoff,i + gpon,i) (46)

The sensitivity of this analysis can be improved through the use of a joint likelihood

analysis where the likelihood functions from each dSph is combined :

Lcombined =
NdSph∏
i=1

Li (〈σν〉 ; bi|Di) (47)

The minimisation of the MLE (Equation 46) is performed using pyROOT - a python

implementation of ROOT (Brun et al. 2019). Two parameters are kept free during

the minimisation : b the expected number of background events and 〈σv〉 the velocity
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Figure 55: Example of a one-sided 95% confidence level upper limit.

averaged annihilation cross-section. The significance of the DM signal over the

background is calculated by :

λ = −2 log
Lnull
Lalt

(48)

where in the case of this analysis the null hypothesis is the case with no signal (〈σv〉
= 0) and only b will vary in the minimisation. The alternative hypothesis is the

case where 〈σv〉 6= 0 and both 〈σv〉 and b are allowed to vary. If λ < 25 which is

the equivalent to 5σ an upper limit can by obtained with the likelihood profile by

finding the value for 〈σv〉 that corresponds to ∆logL = 1.35 - the one-sided 95%

confidence interval. Figure 55 shows an example of a one-sided 95% confidence level

upper limit. The upper limit value of 1.35 corresponds to the 90% upper limit of a

two-sided confidence interval as 90% in the two-sided case (45% + 45% ) is equal to

the one-sided value of 95% one-sided (50% + 45%).

6.7 Expected Limits

If the observations taken for this experiment were taken multiple times and the

remainder of the analysis left unchanged a distribution of upper limits (ULs) is

expected due to statistical fluctuations. These fluctuations can be measured by

producing a set of random ON and OFF events and repeating the analysis for each.
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Figure 56: Expected bands (blue band represents the 68% containment and red
dashed lines represents the 95% containment) of combined likelihood analysis due
to statistical fluctuations on both ON and OFF events produced with 50 realisations
of the data set.

This is done by filling the ON and OFF event lists with Poisson randomised events

taken with replacement from the true data set, then performing the analysis as

discussed. 68% and 95% containment bands are then placed on the results. Figure

56 shows an example of the expected limits from a single combined extended-source

analysis.
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7 Results

Presented in this chapter are the results of both the point-source and extended-

source analyses of 17 dSphs (16 in the case of the extended-source analysis). In

both cases the results of the standard VERITAS analyses are shown first. Following

this the presence of DM annihilation signals are tested with a MLE and finally upper

limits on the thermally averaged cross-section 〈σν〉 of DM annihilation are shown.

These limits are placed on 9 different annihilation channels through the use of a

combined likelihood analysis of all 16 (extended source) or 17 (point source) dSphs.

7.1 Point-Source Analysis

Standard VERITAS moderate ITM cuts are chosen for the ITM point source analysis

of each dSph. Moderate cuts are used in order to maximise sensitivity in the 100

GeV to 10 TeV mass range. As Fermi-LAT upper limits dominate in the mass range

below this it was determained that the benefits that would come from the use of

soft cuts would be outweighed by the negatives. In all cases an angular cut of 0.07◦

is applied and the reflected region background estimation is used. The significance

distributions of the skymaps of each dSph is first checked to ensure there is no leaking

of ON events into the background. This is done finding the Li&Ma significance (Li

and Ma 1983) at points covering the whole of the skymap (while excluding the ON

region). For a field with no gamma-ray source one should expect the significance

distributions to be normally distributed around 0 with a standard deviation of 1.

As the significance distributions of all dSphs adhere to these criteria, the source

analysis can progress and the significance of the ON region is then measured. The

results of the standard VERITAS point-source analyses are presented in Table 3

where columns 2 and 3 show the number of ON and OFF counts, column 4 shows

the significance of the signal in the ON region above the background (using (Li and

Ma 1983) equation 17) and column 5 shows the background normalisation factor.

There is no significant signal above the background from any dSph.
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Dwarf Exposure NON NOFF α Significance
[Hours] [counts] [counts] [σ]

Böotes I 13.98 112 1981 0.065 -1.5
Coma Berenices 39.76 239 3234 0.067 1.4

CVn I 9.72 46 695 0.064 0.2
CVn II 8.14 23 434 0.061 -0.7

Draco II 8.02 16 245 0.067 -0.1
Hercules I 9.46 45 849 0.061 -1

Leo I 5.66 23 385 0.067 -0.7
Leo II 11.31 63 1092 0.066 -1.1
Leo IV 0.48 3 59 0.060 -0.3
Leo V 1.38 2 50 0.066 -0.7
Segue I 126.29 1434 21080 0.068 0.0
Segue II 12.51 89 631 0.063 -0.8
Sextans I 7.45 33 1262 0.060 0.2

Triangulum II 29.51 159 2602 0.061 0.0
Ursa Major I 6.63 37 568 0.059 0.6
Ursa Major II 212.32 924 14418 0.064 0.2
Ursa Minor 135.3 598 9759 0.064 -1.1

Table 3: Results of the VERITAS analysis of 17 dSphs. The second and third
columns give the counts of gamma-like events in the ON and OFF regions. The
excess significance is given in the fourth column in terms of standard deviations
above the background.

Figure 57 shows the distribution of the significance of excesses from each dSph

compared to the expected distribution from a field with no gamma-ray source. The

similarity between the two distributions shows the lack of any gamma-ray source.

Also shown is the cumulative significance distribution from all dSphs accumulated by

dSph. The cumulative significance distribution of all dSphs achieves a significance

of ∼ 0.1σ, which is below 5σ (the value for a statistically significant detection to be

achieved). This also shows that there is no source of gamma rays present.

7.1.1 Dark Matter Upper Limits

Each of the nine annihilation channels (e+e−, µ+µ−, τ+τ−, tt̄, bb̄, W+W−, ZZ,

γγ, and νeν̄e) are tested with the use of a MLE. In all cases, there is no evidence

for the presence of DM annihilation signals. Table 4 shows the significance for
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Figure 57: The significance distribution of the 17 point-source analyses (top) the
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shows the expected distribution of a field with no gamma-ray sources. There is no
indication of a gamma-ray excess from the significance distribution. The cumulative
significance (bottom) also shows no indication of a gamma-ray excess.
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dSph e+e− µ+µ− τ+τ− tt̄ bb̄ W+W− ZZ γγ νeν̄e

Bootes 0 0 0 0 0 0 0 0 0
Coma Berenices 0.53 0.53 1.2 1.32 1.24 1.02 1.35 0 1.32
CVn I 0.79 0.79 0.54 0.24 0.32 0.56 0.19 0.97 0.39
CVn II 0 0 0 0 0 0 0 0 0
Draco II 0.59 0.59 0.02 0 0.01 0.04 0 0.93 0
Hercules I 0 0 0 0 0 0 0 0.19 0
Leo I 0 0 0 0 0 0 0 0.11 0
Leo II 1.55 1.55 0.94 1.67 1.03 0.97 0.98 2.32 1.61
Leo IV 0.64 0.64 0.58 0.87 1.01 0.4 0.95 1.01 0.3
Leo V 0 0 0 0 0 0 0 0 0
Segue I 0.11 0.11 1.15 0.22 0.22 0.02 0.01 1.76 0.01
Segue II 0 0 0 0 0 0 0 0 0
Sextans I 1.47 1.47 1.26 1.7 1.7 1.7 1.63 2.55 1.57
Triangulum II 0 0 0 0 0 0 0 0 0
Ursa Major I 0.19 0.21 0.57 0.59 0.46 0.57 0.59 0 0.92
Ursa Major II 2.18 2.16 0.61 0.6 0.59 0.91 0.54 2.79 0.53
Ursa Minor 1.32 1.33 0 0.14 0.41 0 0 1.02 2.87

Table 4: The peak significance of signal from the point-source analysis of each dSph
in each annihilation channel.

each dSph in each annihilation channel. 95% upper limits are placed on 〈σν〉 at 8

logarithmically distributed masses between 100 GeV and 10 PeV through the use

of a MLE as discussed in Section 6.6.2. Each panel of Figure 59 corresponds to a

specific annihilation channel and within each panel the upper limits for each dSph

are presented. The results from each of the 17 dSphs are also combined in order to

maximise statistics and achieve generally more constraining upper limits. The black

curves in Figure 59 show the results from the joint analysis of all 17 dSphs in each

annihilation channel. Figure 58 shows an example of the combined (and individual

dSph) likelihood profiles used when deriving the 95% upper limit.
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Figure 59: The 95% upper limit on the DM annihilation cross section for each of
the 17 dSphs (point source). Each panel shows the results of each dSph in four
annihilation channels (the remainder are presented in the appendix of this thesis)
as well as the combined limit (black).



As discussed in Section 6.7, statistical fluctuations in ON and OFF events will

affect the results of the upper limit search. A set of 50 limits are produced for

each annihilation channel in each dSph, where each limit is found by producing a

randomised data set based on the true measured data set with the J-Factor held

constant. These limits are then combined and the 68% and 95% containment bands

are found. For each limit produced ON and OFF events are randomly sampled with

replacement from measured OFF with the number of events being randomly chosen

where:

NON = Pois
(
αNOFF

)
(49)

and

NOFF = Pois
(
NOFF

)
(50)

Figure 60 shows the 68% containment (blue shaded), 95% (red dashed) contain-

ment and measured upper limit (black) of the joint MLE expected limits for each

annihilation channel.
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Figure 60: 68% (blue bands) and 95% (dashed red) expected limits for DM anni-
hilation cross section for each of the 17 dSphs (point source). The measured upper
limits (black) which fall within the bounds of the expected limits are also shown.
Bands are generated from 50 random realisations of the signal and background.
Once again the remaining channels are shown in the appendix of this thesis
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Figure 61: Energy distribution of ON and αOFF events (all 17 data sets combined)
of the true data used in the upper limit calculation.

As the measured upper limits fall within the bounds of the Poisson fluctuations

it can be used as a means of validation of the limits measured. The expected limits

also show the most constraining limits that could have been achieved under this

experiment’s conditions. Figures 61 and 62 show examples of the energy distribution

of the measured and a single set of randomised ON and OFF events.

The value of the J-Factor has a significant impact on the upper limit search.

The median J-Factor of a set of 10000 J-Factor realisations is used for this analysis.

Figure 63 shows the 68% containment obtained from 50 different J-Factor realisa-

tions. Finally Figure 64 compares the upper limits from the joint MLE of all 17

dSphs in the χχ→ τ+τ− annihilation channel to the most recent published results

from other indirect DM searches. This work presents some of the earliest and most

constraining upper limits in the ultra-heavy DM mass range (MDM > 100 TeV).

Below the ultra-heavy mass range the limits derived from this work appear mostly

comparable to the current state of the art. It is important to note here that to make
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Figure 62: Energy distribution of ON and αOFF events (all 17 data sets combined)
of one set of randomised data used in the expected limits calculation.
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Figure 63: Segue I annihilation cross section upper limits. The shaded (dotted-line)
uncertainty band shows the 68% (95%) containment obtained from 50 realizations
of viable dark matter density profiles. The black line is the result achieved using
the median of 10000 viable J-Factors.

108



a fair comparison between these results the values of the J-Factors used in the anal-

yses must be considered (see Section 7.2). The upper limits presented here do not

pass the expected thermally averaged annihilation cross section for a thermal-relic

DM scenario (dashed horizontal line in Figure 64). If the annihilation cross section

was measured below this value the ”WIMP Miracle” as it is currently interpreted

would be disproved. As this limit is not reached the WIMP DM model can not yet

be ruled out. In order to reach the relic limit at ∼ 2 TeV VERITAS would require

a data set with 100 times the exposure of the current VERITAS data set. This can

be predicted as 〈σv〉t1 / 〈σv〉t2 ∝ t2/t1 and the current VERITAS upper limit at Mχ

= 2 TeV is 3×10−24cm3s−1.
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Figure 64: VERITAS upper limit curves obtained from point source analyses of 17
dSphs compared with other published upper limit curves including a past VERITAS
result (grey) (Archambault et al. 2017). All curves show 95% confidence upper
limits on the dark matter thermally averaged annihilation cross section for the τ+τ−

annihilation channels. The solid black line shows the limits found in this analysis and
the dashed black line is the same curve lowered by a factor of 3 in order to account for
the ratio of Ando+20 to GS+15 J-Factors. The results from other searches are (Hoof,
Geringer-Sameth, and Trotta 2020) (Fermi-LAT; blue line), (Acciari et al. 2022)
(MAGIC; red line), (Abdalla et al. 2018) (H.E.S.S.; green line), and (Albert et al.
2018) (HAWC; orange line). The horizontal red dashed line is the expected thermally
averaged annihilation cross section for a thermal-relic DM scenario (〈σν〉 ≈ 2.4× 10
−26 cm3/s).

From limits placed on 〈σν〉 above the unitarity limit, upper limits on the potential

geometrical cross section of a non-point-like DM particle can be found. Through

the relationship:

〈σν〉 ≤ 4π
(1 +MχvrelR)2

M2
χvrel

(51)
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Figure 65: 95% confidence upper limits curves on the radius (femtometers) and 1/E,
of a UHDM particle from the combined point-source analysis. The nine annihilation
channels considered are all shown. The shaded areas show exclusion regions set by
this analysis.

where the relative velocity between dark matter particles in dSph vrel/c = 2× 10−5

(Martinez et al. 2011) and R is the radius of a composite UHDM particle. Figure

65 shows the upper limits placed on the size of radius of the UHDM particle. This

shows that below a DM mass of 10 PeV, DM particles with a radius greater than ∼
5 fm can be rejected in all channels.

7.2 J-Factor Comparison

Table 5 shows the J-Factor estimates from GS+15 and Ando+20 as well as the

ratio of them to each other. In most cases the J-Factors estimated by Ando+20

are smaller than those estimated by GS+15 (Geringer-Sameth, Koushiappas, and

Walker 2015) (a popular estimation used in other analyses), which leads to a less
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Dwarf log10J(0.5o) [GeV2/cm5] ratio
Ando+20 GS+15

Böotes I 17.77+0.23
−0.24 18.24+0.40

−0.37 2.95
Coma Berenices 18.37+0.30

−0.33 19.02+0.37
−0.41 4.47

CVn I 17.38+0.11
−0.11 17.44+0.37

−0.28 1.15
CVn II 17.19+0.37

−0.47 17.65+0.45
−0.43 2.88

Hercules I 16.93+0.34
−0.39 16.86+0.74

−0.68 0.85
Leo I 17.70+0.07

−0.08 17.84+0.20
−0.16 1.38

Leo II 17.54+0.10
−0.10 17.97+0.20

−0.18 2.69
Leo IV 16.56+0.57

−0.66 16.32+1.06
−1.69 0.58

Leo V 16.58+0.60
−0.69 16.37+0.94

−0.87 0.62
Segue I 18.91+0.39

−0.48 19.36+0.32
−0.35 2.82

Segue II 17.23+0.58
−0.99 16.21+1.06

−0.98 0.10
Sextans I 18.05+0.25

−0.29 17.92+0.35
−0.29 0.74

Ursa Major I 18.19+0.22
−0.25 17.87+0.56

−0.33 0.48
Ursa Major II 18.79+0.36

−0.48 19.42+0.44
−0.42 4.27

Ursa Minor 18.47+0.20
−0.22 18.95+0.26

−0.18 3.02

Table 5: The J-factor comparison between Ando+20 and GS+15. Columns 2 and 3
show the J-Factor values at 0.5◦, Column 4 shows the ratio of GS+15 to Ando+20.
Draco II and Triangulum II are not included here due to their absence in (Geringer-
Sameth, Koushiappas, and Walker 2015).

constraining upper limit. The difference between the two estimations ranges from a

factor of roughly 0.5 to 4.5. The cases in which Ando+20 predicts a greater J-Factor

are in dSphs with lower DM densities and as a result have a small contribution to

the combined analysis. Most notably the GS+15 J-Factor estimations in Segue I

and Ursa Major II are 2.82 and 4.27 times greater than Ando+20. The GS+15 and

Ando+20 estimations of the J-Factor of Segue I are shown in Figure 66. In both

cases the bands are the 68% containment fraction produced from 10000 different J-

Factor realisations. As these are the two largest J-Factors and the largest VERITAS

exposures, it has a significant effect on the upper limits measured in this work.

7.3 Extended-Source Analysis

For the extended source analysis moderate ITM cuts are once again used, but unlike

the point source analysis an angular cut of 0.2◦ is used (See Section 4.8 for details
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Figure 66: 68% containment of 10000 realisations of Segue I’s J-Factor according
to GS+15 (blue) and Ando+20 (red). The approximately order-of-magnitude dif-
ference between the two results in an approximately order-of-magnitude increase in
the value of upper limits placed on the annihilation cross section.
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Dwarf Exposure NON NOFF α Significance
[hours] [counts] [counts] [σ]

Coma Berenices 22.6 1237 1229 1 0.2
CVn I 8.46 344 1116 0.5 -0.5
CVn II 5.43 220 601 0.5 0.5

Draco II 3.56 122 157 0.5 0.6
Hercules I 9.02 346 1092 0.5 -2.3

Leo I 5.0 229 725 0.25 1.1
Leo II 11.31 589 1339 0.33 0.5
Leo IV 0.48 23 90 0.33 -1.2
Leo V 0.47 22 39 0.5 0.4
Segue I 51.82 2914 5304 0.5 -2.4
Segue II 11.88 795 3386 0.25 -1.6
Sextans I 7.45 329 1580 0.2 0.7

Triangulum II 27.47 1291 6255 0.2 1.0
Ursa Major I 6.34 291 1284 0.2 1.9
Ursa Major II 175.20 7352 16115 0.33 -0.3
Ursa Minor 110.16 3858 7202 0.5 -0.5

Table 6: Results of the VERITAS extended analysis of 16 dSphs. The second and
third columns give the counts of gamma-like events in the ON and OFF regions. The
detection significance is given in the fourth column in terms of standard deviations
above the background. The final column is the background normalisation factor,
note that every value in this column is a unit fraction as the number of background
regions in each analysis must remain constant.

on why this angular cut was chosen). Table 6 shows the results of the standard

VERITAS extended source analysis where the columns are the same as those in

Table 3. The change in the values of α is caused by the increase in angular cut.

As the sizes of the ON and OFF regions grows OFF regions will begin to overlap

and must then be omitted. This can also lead to a reduction in exposure time

as data with no OFF regions cannot be used. There is once again no significant

signal above the background from any dSph. Böotes I is omitted from the extended-

source analysis as all Böotes I data are taken prior to VERITAS’s V6 epoch so no

extended-source IRFs are available. Figure 67 shows the significance distribution

and cumulative significance of the extended-source analysis. Once again there is no

indication of the presence of a gamma-ray source with a maximum significance of ∼
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Figure 67: The significance distribution of the 16 extended-source analyses(top)
the orange curve is a normal distribution fitted to the distribution, the green curve
shows the expected distribution of a field with no gamma-ray sources. There is no
indication of a gamma-ray excess from the significance distribution. The cumulative
significance (bottom) also shows no indication of a gamma-ray excess.
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dSph e+e− µ+µ− τ+τ− tt̄ bb̄ W+W− ZZ γγ νeν̄e

Coma Berenices 0.21 0.15 0.05 0.06 0.07 0.05 0.05 0.06 0.6
CVn I 0 0 0 0 0 0 0 0 0
CVn II 2.31 2.29 1.96 2.10 2.21 1.99 2.10 1.93 1.50
Draco II 1.4 1.42 0.12 0.3 0.51 0 0.85 2.71 0
Hercules I 0 0 0 0 0 0 0 0 0
Leo I 0.81 0.79 0.1 0.14 0.15 0.41 0.21 0.68 0.21
Leo II 1.81 1.8 2.07 2.16 2.13 2.06 2.16 2.58 2
Leo IV 0 0 0 0 0 0 0 0.25 0
Leo V 0.87 0.85 0.89 0.76 0.74 0.72 0.72 1.65 0.73
Segue I 0 0 0 0 0 0 0 0 0
Segue II 0 0 0 0 0 0 0 0 0
Sextans I 0.78 0.81 1.13 0.62 0.75 0.85 0.78 1.17 0.65
Triangulum II 0.69 0.71 0.56 0.22 0.36 0.58 0.31 0 0.91
Ursa Major I 1.9 1.9 1.83 1.77 1.65 2.24 1.63 1.82 2.2
Ursa Major II 1.54 1.39 0 0 0 0 0 1.24 0
Ursa Minor 0.9 0.794 0.02 0.02 0.02 0.02 0.03 0 0

Table 7: The peak significance of signal from the extended-source analysis of each
dSph in each annihilation channel.

7.3.1 Dark Matter Upper Limits

The results for the extended source analysis presented below follow the same struc-

ture as Section 7.1.1. There is once again no evidence for the presence of DM

annihilation signals from dSph, the significance from each dSph in each channel is

shown in Table 7.

Each panel in Figure 68 shows the upper limits from each annihilation channel

for a given dSph with the combined analysis shown in black.
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Figure 68: The 95% upper limit on the DM annihilation cross section for each of
the 16 dSphs (extended source). Each panel shows the results of each dSph in a
given annihilation channel (The remaining channels are shown in the appendix of
this thesis).



The expected limits from the joint analysis of each annihilation channel is pre-

sented in Figure 69 and a comparison between this analysis and other indirect DM

searches is shown in Figure 70.
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Figure 69: 68% (blue bands) and 95% (dashed red) expected limits for DM annihi-
lation cross section for each of the 16 dSphs (extended source). Bands are generated
from 50 random realisations of the signal and background. Once again the remaining
channels are shown in the appendix of this thesis.
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Figure 70: VERITAS upper limit curves obtained from 16 extended dSphs compared
with other published upper limit curves (black solid and black dashed). All other
curves are the same as those shown in Figure 64

Once again the results from this analysis set the only upper limits in the UHDM

mass range. Below the UHDM mass range and in VERITAS’s most sensitive mass

range (∼ 1 − 100 TeV) this analysis places the most constraining limits on the

thermally averaged annihilation cross-section of WIMP DM by an indirect search

despite the use of the smaller physically motivated J-Factors presented by Ando+20.

Once again the thermal relic cross section is not reached so the WIMP DM model

remains valid. In order to reach the thermal relic cross section the VERITAS data

set would have to grow by a factor of ∼ 50. Once again an upper limit on the radius

of UHDM particles can be found from the results of the combined extended-source

analysis shown in Figure 71. This shows that below a DM mass of 10 PeV, DM

particles with a radius greater than ∼ 2 fm can be rejected in all channels.
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Figure 71: 95% confidence upper limits curves on the radius (femtometers) and
1/E, of a UHDM particle from the combined extended-source analysis. The nine
annihilation channels considered are all shown. The shaded areas show exclusion
regions set by this analysis.
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Dwarf Point Source Extended Source

Bootes I 1.48e+17 4.26e+17
Coma Berenices 5.9e+17 1.67e+18

CVn I 8.54e+16 1.91e+17
CVn II 5.94e+16 1.28e+17

Draco II 2.99e+18 9.25e+18
Hercules I 3.35e+16 7.21e+16

Leo I 1.68e+17 3.98e+17
Leo II 1.24e+17 2.79e+17
Leo IV 1.63e+16 3.36e+16
Leo V 1.49e+16 3.06e+16
Segue I 1.53e+18 4.95e+18
Segue II 5.73e+16 1.22e+17
Sextans I 2.81e+17 8.05e+17

Triangulum II 1.57e+17 3.77e+17
Ursa Major I 4.10e+17 1.10e+18
Ursa Major II 1.07e+18 3.46e+18
Ursa Minor 6.41e+17 1.98e+18

Table 8: Median J-Factor values used in the point-source analysis (0.07◦) and
extended-source analysis (0.2◦)

7.4 Point-Source vs Extended-Source Analysis

The motivation behind an extended-source analysis is to increase the J-Factor of each

dSph (A comparison between the point and extended J-Factors used in this thesis

are shown in Table 8). This increase comes at the sacrifice of background statistics

as can be seen in Tables 3 and 6. Figure 72 shows the combined upper limits in

a single annihilation channel from the point-source and extended-source analysis.

The limits placed by the extended-source analysis are on average ∼ 3 times more

constraining (which is approximately proportional to the differences in J-Factors)

than those placed by the point-source analysis. This shows that an extended-source

analysis is a more constraining method and an improvement on the point-source

analysis. The use of an extended-source analysis also provides more constraining

upper limits on the radius of a composite DM particle by a factor of ∼ 1.6.
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Figure 72: VERITAS upper limit curves (χχ → τ+τ−) obtained from 16 extended
dSphs (blue) and the upper limits obtained from 17 point dSphs (orange).
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8 Conclusion and Future Prospects

The aim of this research was to perform an indirect DM search in dSph with the

entire VERITAS data set. As dSphs are not believed to be a source of gamma

rays from other astrophysical processes, a statistically significant detection of any

dSph could be considered a sign of a detection of DM annihilation. Alongside this,

constraints were placed on the DM thermally averaged cross-section through the use

of a MLE (even the case of no statistically significant detection of any dSph). This

research includes the use of the complete VERITAS dSph data set (630 hours from

17 dSphs), improved analysis techniques (ITM), extends to the previously only once-

probed ultra-heavy DM mass range (MDM > 100 TeV), more physically motivated

J-Factors (Ando+20) and the largest angular cuts applied to dSphs to date (0.2◦).

In order to perform the point source analysis with the use of an ITM, new meth-

ods of deriving the VERITAS PSF were required. In the absence of the simulations

used in IRF production a data-derived (Crab) PSF was first produced and used

in preliminary analyses. Following the production of the VERITAS simulations a

simulated PSF was derived and validated against the data-derived PSF. After find-

ing no statistically significant excess from any dSph, upper limits could be placed

on the thermally averaged annihilation cross-section of WIMP DM with the use of

up-to-date physically motivated J-Factors. This search was also extended to the

UHDM mass range to give some of the first upper limits on DM annihilation above

MDM ≈ 100 TeV by an indirect DM search.

As dSph J-Factors are angularly extended well beyond the standard VERITAS

point-source extension an extended-source analysis contains a greater amount of the

galaxy’s DM halo. This results in a larger J-Factor which will in turn produce more

constraining upper limits on the annihilation cross-section. A study to measure

the largest angular cut achievable with VERITAS found that each dSph could be

analysed out to 0.2◦. This allowed for a larger J-Factor compared to the point-

source analysis at the sacrifice of background statistics. Once again there was no

statistically significant detection of an excess from any dSph. Upper limits were

once again placed on the thermally averaged cross-section up to the UHDM mass

range.
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8.1 Point-Source Analysis

The upper limits found from the point source analysis are consistent with the up-to-

date results from other indirect searches despite using smaller, physically motivated

J-Factors. If the difference in J-Factors is accounted for these are the most con-

straining limits from any indirect search in the ∼ 100− 1000 GeV DM mass range.

The extended search places even more constraining limits on the annihilation cross-

section where it places the most constraining upper limits in the ∼ 100− 1000 GeV

DM mass range with the more constraining Ando+20 J-Factors. In both cases the

upper limits measured are larger than the predicted thermal relic cross-section and

therefore the WIMP model can not be ruled out. In order for a VERITAS point-

source analysis to achieve upper limits constraining enough to reach the predicted

thermal relic cross-section a data set ∼ 100 times larger (∼ 60000 hours) would

be required. Not only is gathering a data set this large impossible for an instru-

ment with the duty cycle and range of targets of VERITAS, but a data set of that

size will have a large degree of systematic errors and therefore a different approach

or instrument would be required. For example these results could be further im-

proved through advancements in instrument sensitivity, this could come in the form

of improved gamma-hadron separation techniques such as using machine learning

techniques to improve gamma ray identification (Oie et al. 2023). As with any IACT

analysis, the improvement of instrument sensitivity will also have a great impact on

the results produced. Figure 73 shows the sensitivity of current and future gamma-

ray experiments where CTA will be the most sensitive instrument in the 10−2− 101

TeV energy range. With this sensitivity CTA predict that through a point-source

analysis with a dSph data set equivalent in size to the one used in this analysis

upper limits on the thermally averaged cross section can be further constrained by

roughly a factor of 10 (Saturni 2023).

While Figure 73 shows that CTA is the most promising experiment in the stan-

dard DM mass range. Instruments such as SWGO and LHAASO will have the

ability to further the search to higher masses than shown in this thesis with the

best sensitivity in the UHDM mass range. As these are also some of the first results

presented in the UHDM mass range by an indirect DM search and as such there
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Figure 73: Differential flux sensitivity of current and future gamma-ray observato-
ries. Image : CTA performance website7.
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remains a large potential for further studies in the area, for example LHAASO has

placed constraints on the decay lifetime of UHDM (LHAASO Collaboration et al.

2022). But with these early results, limits have been placed on both the annihilation

cross section up to a DM mass of 10 PeV and on the radius of composite DM parti-

cles. The measure of the statistical uncertainties in this analysis are also measured

though randomised realisations of signal and background events which show that

the presented results are consistent with the null hypothesis. Statistical approaches

and predictions can also be used to improve background estimation, this can be-

come particularly useful when searching for DM in the ultra-heavy mass range as

the number of OFF events may not be enough to get an appropriate statistics for an

MLE analysis. The background estimation could potentially be performed by way

of extrapolation. Finally despite all results discussed in this thesis focusing on the

annihilation cross section of WIMP DM in 9 different channels, all analyses could

be extended to include DM decay or further decay anor annihilation channels such

as the Higgs or Wino channels.

8.2 Extended-Source Analysis

While results from the extended source analysis are presented in this thesis, a de-

tailed optimisation study to find the optimum extensions for each individual dSph

could also lead to more constraining upper limits. For example Fermi-LAT show

how an extended-source analysis can improve detection significance and lead to

more constraining cross-section upper limits (Di Mauro, Stref, and Calore 2020).

Improvements in the IACT extended-source analysis such as optimised IRFs or dif-

ferent background estimation methods could also lead to more constraining limits.

An extended-source analysis is not only beneficial to indirect DM searches in dSphs,

but should be considered for indirect DM searchers in all targets. For example

unidentified Fermi-LAT Objects (Hoof, Geringer-Sameth, and Trotta 2020) which

despite appearing as point-like sources to Fermi-LAT could host an extended DM

Halo. Past studies by VERITAS have also shown through the use of simulations that

if a DM signal does exist an indirect DM search will be benefited by an extended-

7https://www.cta-observatory.org/science/ctao-performance
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source analysis (Giuri and VERITAS Collaboration 2022). This is achieved by the

addition of a θ term in the MLM analysis making a 2 dimensional DM search. As

this thesis has shown the benefits and possibility of an extended-source analysis of

dSphs with VERITAS the application of the 2D DM analysis to an extended dSph

data set is the next step in improving results of an indirect DM search. Along side

this a dedicated study into the optimisation of the extended-source analysis prior to

this will add to this improvement.

8.3 Targets

Through the use of N-body simulations the Aquarius Project predicts there could be

up to ∼ 150 dSphs in the MW halo (Springel et al. 2008) meaning only about half

of the dSphs have been discovered to date. Future experiments such as the Vera C.

Rubin Observatory (Ivezić et al. 2019) can potentially discover ∼ 60 new candidate

dSphs. Projections of CTA and Fermi-LAT measured cross section upper limits with

only dSphs that might be found by the Vera C. Rubin Observatory predict further

constraints than those presented in this thesis (Ando et al. 2019). Further studies

on or re-evaluations of current J-Factors could both lead to better constraints on

cross-section upper limits. For example the Five-hundred-meter Aperture Spherical

Telescope (FAST) (Jiang et al. 2019) a radio telescope in China probe the possibility

of inverse Compton emission from electrons produced in UHDM annihilation (Guo

et al. 2023).

8.4 Multi-Instrument Search

Further contributions to multi-instrument indirect DM searches such as (Kerszberg

et al. 2023) will lead to the most constraining DM limits from an indirect search

in dSphs. These further contributions may come in the form of updated results

from experiments which are already part of the campaign (Fermi-LAT, HAWC,

H.E.S.S., MAGIC and VERITAS) or from new instruments such as LHAASO, CTA

and SWGO. The models used in the current multi-instrument DM search include

annihilation channels where the final state is neutrinos. With the addition of up-

dated methods, results from neutrino experiments such as IceCube, ANTARES, and
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KM3NeT could be merged with results from gamma-ray observatories in order to

produce the first ever multi-messenger DM search.

8.5 Summary

The results presented in this thesis show the improvements made to a standard

point source indirect DM search with VERITAS. These improvements stem from

updated analysis methods and a larger data set. These results also show that for

any further groundbreaking results to be achieved by an experiment like VERITAS

improvements in sensitivity and analysis techniques are required as larger data sets

are not sufficient. Instruments such as CTA will have the sensitivity to further

constrain measurements of the DM cross section and the use of an extended-source

analysis as shown in this thesis will contribute further to the quality of their results.

It has been shown that by probing the UHDM mass range constraints can be placed

on not only the DM thermally averaged cross section but also the DM lifetime

and geometrical cross section of heavy DM, but as this area of research is still in

its early phases, further studies and theories could lead to breakthroughs in our

understanding of the nature or identity of DM.
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A Appendix A : Point-Source Analysis
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B Appendix B : Extended-Source Analysis
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